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Abstract

In this paper, we consider estimation of the matrix exponential spatial specification model with the Durbin and endogenous regressors. We find that the nonlinear two-stage least squares (N2SLS) estimator is in general consistent and asymptotically normal. However, when the Durbin and endogenous regressors are irrelevant, the gradient vector of the N2SLS criterion function has a singular covariance matrix with probability approaching one (w.p.a.1.). Some components of the N2SLS estimator have slower rates of convergence and their asymptotic distributions are nonstandard. The distance difference and gradient test statistics are derived to test for the irrelevance of the Durbin and endogenous regressors. As an alternative estimation and model selection approach, we propose the adaptive group LASSO, which penalizes the coefficients of the Durbin and endogenous explanatory variables. We show that the estimator has the oracle properties, so the true model can be selected w.p.a.1. and the estimator always has the \(\sqrt{n}\)-rate of convergence and asymptotic normal distribution. We propose to select the tuning parameter in the adaptive group LASSO estimation by minimizing an information criterion.
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1 Introduction

The spatial autoregressive (SAR) model is a popular model in spatial econometrics.\(^1\) As an alternative model with spatial dependence, LeSage and Pace (2007) propose the matrix exponential spatial specification (MESS).
MESS model may provide estimates and inference similar to those from the SAR model. Han and Lee (2013) find that the SAR and MESS models may not be easily tested against each other unless the spatial interaction is rather strong. But the quasi-maximum likelihood (QML) estimator of the MESS model is much easier to compute than that of the SAR model, in particular for models with high order spatial weights, since it does not involve computing the determinant of the Jacobian transformation matrix. In addition, there are no constraints on the parameter that captures spatial dependence because the reduced form of the MESS model always exists. Debarsy et al. (2015) find that the QML estimator of the MESS model is robust to unknown heteroscedasticity, which is a nice property not shared by the SAR model. These features may lead to wider applications of the MESS model when spatial interactions are stable.

LeSage and Pace (2007) present the maximum likelihood (ML) and Bayesian estimators of the MESS model. Debarsy et al. (2015) consider large sample properties of the QML and generalized method of moments (GMM) estimators. However, those researchers have not included endogenous regressors in the model. In addition, Durbin regressors $W_nX_n$, i.e., spatial lags of exogenous variables, where $X_n$ is a matrix of exogenous variables and $W_n$ is an $n \times n$ spatial weights matrix, may be included in the model to capture local spillovers (externalities) in exogenous variables, while both the SAR and MESS processes may capture global spatial interactions (Anselin, 2003). In the social interaction literature, the Durbin regressors are referred to as contextual effects and the global spatial dependence is called endogenous effects, reflecting the contemporaneous and reciprocal influences of peers (Manski, 1993; Brock and Durlauf, 2001).

In this paper, we consider estimation of the MESS model with both endogenous and Durbin’s regressors. Our model allows for unknown heteroskedasticity and unknown spatial correlation in the disturbances, so we estimate it with the nonlinear two-stage least squares (N2SLS). The N2SLS estimation can be seen as a GMM estimation exploring only linear moments. So it is of special interest as other estimation methods such as the QML and GMM with quadratic moments would not be appropriate due to unknown pattern of spatial correlation in disturbances. In the spatial econometric literature, while inclusion of the Durbin regressors in an SAR model may have enriched economic content in terms of capturing exogenous externality effects and relaxed restrictions imposed on direct and indirect spatial effects by the SAR model (Elhorst, 2010), their presence as extra exogenous regressors does not induce conceptual econometric issues in a 2SLS estimation procedure if columns of $W_nX_n$ are linearly independent with columns of $X_n$.\footnote{If $W_n$ is row-normalized and $X_n$ contains an intercept term, a column of ones should be deleted from $[X_n, W_nX_n]$ to avoid multicollinearity.} They can simply be treated as exogenous regressors in the estimation of an SAR model from a methodological point of view. Nonetheless, the presence of Durbin’s regressors in the MESS model creates an issue for the N2SLS estimation.

We show that the parameters of the model are, in general, identifiable and the N2SLS estimator can be $\sqrt{n}$-consistent and asymptotically normal. However, when the coefficients of the Durbin and endogenous regressors are zero (but unknown), even though parameters of the model are still identifiable and the N2SLS estimator is consistent, elements of the gradient vector of the N2SLS criterion function at the true parameter values are linearly dependent.
with probability approaching one (w.p.a.1.). This implies that the covariance matrix of the gradient vector at the true parameters is singular w.p.a.1. In fact, such an irregular phenomenon appears in a reduced MESS model with Durbin regressors but without endogenous explanatory variables, where the Durbin regressors are really irrelevant. This corresponds to the singular information matrix phenomenon in the likelihood framework. Some authors have studied the asymptotic distributions of ML estimators (MLE) for parametric models with singular information matrices. Cox and Hinkley (1974) provide two examples where the score statistic is zero, and show that the asymptotic distribution of the estimators can be found by a reparameterization. Lee (1993) derives the asymptotic distribution of the MLE for parameters in a stochastic frontier function model with a singular information matrix. Rotnitzky et al. (2000) investigate a more general setting where an identifiable parametric model has a singular information matrix of rank being one less than the number of parameters. The methods in both Lee (1993) and Rotnitzky et al. (2000) involve reparameterizations and high order Taylor expansions of the first order conditions for the MLE. Dovonon and Renault (2013) derive the convergence rate of the GMM estimator and the nonstandard asymptotic distribution of the J-test statistic for overidentification.

Following Rotnitzky et al. (2000), by a reparameterization, we derive the asymptotic distribution of the N2SLS estimator for our MESS model where the elements of the gradient vector of the N2SLS criterion function are linearly dependent w.p.a.1. The asymptotic distribution is non-standard, and only the parameter estimators for the exogenous and endogenous variables have the $\sqrt{n}$-rate of convergence, while the spatial dependence parameter estimator and those for the Durbin regressors have the $n^{1/4}$-rate of convergence. The model we consider is one with spatially correlated data and the elements of the gradient vector of the criterion function for the N2SLS estimation can be linearly dependent w.p.a.1. For such a situation, reparameterization and high order Taylor expansions of the first order conditions can still be employed to derive asymptotic distributions of the N2SLS estimators, as for the case with i.i.d. data in Rotnitzky et al. (2000).

Since the Durbin and endogenous regressors may lead to nonstandard asymptotic distribution of the N2SLS estimator for the MESS model, it is of interest to test whether they are relevant or not. The classical tests in the GMM framework, such as the Wald test, the gradient test and the distance difference test, are derived when elements of a gradient vector are not linearly dependent. We show that, even when elements of the gradient vector are linearly dependent, we can still derive the distance difference and the gradient test statistics, but they have nonstandard asymptotic distributions. The asymptotic distribution of the distance difference test statistic is a mixture of two chi-squared distributions, with the number of degrees of freedom equal to $p$ and $p - 1$ respectively and with mixing probabilities equal to $1/2$, where $p$ is the number of restrictions. The gradient test statistic, constructed using the Moore-Penrose pseudoinverse due to the singular covariance matrix of the gradient vector,

---

Footnotes:

3 For various cases of singular information matrices or zero score statistics in the likelihood framework, see, among others, Silvey (1959), Cox and Hinkley (1974), Kiefer (1982), Waldman (1982), Schmidt and Lin (1984), Lee and Chesher (1986), and Sargan (1983).

4 The asymptotic distribution derived in this paper is non-standard due to the necessary high order expansion ended at an even order, which is the feature in Rotnitzky et al. (2000). However, in Lee (1993) for the stochastic frontier model (as well as a sample selection model), it has a high order expansion at an odd order from which asymptotic truncated-normal (normal) distribution can be derived. The extra complication for a high order expansion ended at an even order is the need to determine the sign of an estimator.
is asymptotically distributed as a chi-squared distribution with \( p - 1 \) degrees of freedom. We also investigate the local power properties of our tests. For the Pitman drift (McManus, 1991) with the rate \( n^{1/2} \), there is a direction of the parameter drift for which the tests have trivial power.

As an alternative estimation and model selection method, we propose to estimate the model based on the LASSO, which can perform model selection and parameter estimation simultaneously. We note that, in the case that the parameter vector \( \zeta \) of the Durbin and endogenous regressors has the true value \( \zeta_0 = 0 \), if the information of \( \zeta_0 = 0 \) is used, then the irregular phenomenon disappears and the N2SLS estimator has the usual \( \sqrt{n} \)-rate of convergence and asymptotic normal distribution. Since the cause of the irregular phenomenon is \( \zeta_0 = 0 \), we can use the adaptive group LASSO (AGLASSO) that appends a penalty function of \( \zeta \) to the N2SLS criterion function (Yuan and Lin, 2006; Wang and Leng, 2008). We show that the AGLASSO has the oracle properties, i.e., it can select the correct model w.p.a.1 and the resulted estimator satisfies the properties as if we knew the true model (Fan and Li, 2001; Zou, 2006). As a result, there is always no irregular phenomenon in the AGLASSO estimation, and the AGLASSO estimator has the \( \sqrt{n} \)-rate of convergence and asymptotic normal distribution.

The AGLASSO involves a tuning parameter. The oracle properties are satisfied when the tuning parameter has certain order in asymptotic analysis. But in finite samples, it is not clear what tuning parameter should be used in order that the AGLASSO can perform well. We select the tuning parameter by minimizing an information criterion for our AGLASSO. We show that the proposed data-driven procedure can identify the true model consistently. Due to the irregular phenomenon of the MESS model, the proposed information criterion differs from traditional ones.\(^5\)

The rest of this paper is organized as follows. In Section 2, we introduce the MESS model with Durbin’s regressors and endogenous explanatory variables, and show consistency and asymptotic distributions of the N2SLS estimators in the regular and irregular cases. In Section 3, we derive the distance difference and gradient tests and investigate their local power properties. In Section 4, we consider the AGLASSO estimation of the MESS model. In Section 5, we present some Monte Carlo results. We conclude in Section 6. All lemmas and proofs are collected in an online supplementary file.

2 N2SLS estimator

In this section, we consider the N2SLS estimation of the MESS model with the Durbin and endogenous explanatory variables. The model is as follows:

\[
e^{nW_n}Y_n = X_{n1}^*\beta_1 + W_n l_n \beta_2 + W_n X_{n1} \beta_3 + Z_n \beta_4 + V_n, \quad V_n = T_n \epsilon_n, \tag{1}
\]

where \( n \) is the sample size, \( Y_n \) is an \( n \times 1 \) vector of observations on the dependent variable, \( l_n \) is a vector of ones, \( X_{n1} \) is an \( n \times (k_x - 1) \) matrix of exogenous variables that does not contain an intercept term, \( Z_n \) is an \( n \times k_z \) matrix of endogenous variables, \( \epsilon_n \) is an \( n \times 1 \) vector of innovations with mean zero and covariance matrix

\(^5\)For properties of various information criteria, see, among others, Wang et al. (2007), Wang and Leng (2007), Wang et al. (2009), Zhang et al. (2010), and Liao (2010).
being an identity matrix, $T_n$ is an $n \times n$ nonstochastic matrix whose elements are unknown to allow for unknown heteroskedasticity and spatial correlation in the disturbance vector $V_n$ as in Kelejian and Prucha (2007), and $W_n$ is an $n \times n$ spatial weights matrix with all diagonal elements being zero. The spatial weights matrix $W_n$ can be row-normalized or not row-normalized. When $W_n$ is not row-normalized, $X_n^* = X_n$ with $X_n = [X_{n1}, l_n]$; when $W_n$ is row-normalized, as $W_nl_n = l_n$, $X_n^* = X_{n1}$ and the intercept term is written as $W_nl_n$ for the convenience of later analyses. The Durbin regressors $W_nX_{n1}$ and $W_nl_n$ when $W_n$ is not row-normalized can be seen as neighbors’ characteristics to capture exogenous externality. The $\beta_1, \beta_2, \beta_3$ and $\beta_4$ are conformable parameter vectors. The matrix exponential $e^{\alpha W_n}$ with a scalar parameter $\alpha$, which captures spatial dependence, is defined as $\sum_{i=0}^\infty \frac{\alpha^i}{i!} W_n^i$. Since the inverse of $e^{\alpha W_n}$ always exists and equals $e^{-\alpha W_n}$ (Chiu et al., 1996), the reduced form of the model always exists and no constraints need to be imposed on the parameter space of $\alpha$. If the model is regarded as a game with complete information, the Nash equilibrium exists and is unique. For an SAR model, $e^{\alpha W_n}Y_n$ in (1) is replaced by $(I_n - \lambda W_n)$ for some scalar $\lambda$. Since $(I_n - \lambda W_n)^{-1} = \sum_{i=0}^\infty \lambda^i W_n^i$ if $\|\lambda W_n\| < 1$ for some matrix norm $\| \cdot \|$, the SAR model shows a geometrical decay of spatial dependence, while the MESS model shows an exponential decay. Furthermore, $|e^{\alpha W_n}| = e^{\alpha \text{tr}(W_n)} = 1$ as the diagonal elements of $W_n$ are all zero, where $| \cdot |$ denotes the determinant of a square matrix. Thus, the likelihood function of the MESS model does not involve any determinant of the Jacobian transformation matrix and it has a computational advantage over the SAR model (LeSage and Pace, 2007).

Let $D_n = [X_n^*, W_nl_n, W_nX_{n1}, Z_n]$, $\beta = (\beta_1, \beta_2, \beta_3, \beta_4)'$, $\theta = (\alpha, \beta)'$, and $F_n$ be a full rank $n \times k_f$ instrumental variable (IV) matrix with $k_f$ not smaller than the total number of coefficients. As the variance of $F_n'V_n$ conditional on $F_n$ is $\Pi_n = F_n' T_n T_n' F_n$, the criterion function $Q_n(\theta)$ of the infeasible N2SLS estimation, as if $T_n$ were known, is

$$Q_n(\theta) = (e^{\alpha W_n}Y_n - D_n\beta)' F_n \Pi_n^{-1} F_n' (e^{\alpha W_n}Y_n - D_n\beta).$$

(2)

To focus on the N2SLS estimation, we first consider the large sample properties of the infeasible N2SLS estimator $\hat{\theta}_n$ that minimizes $Q_n(\theta)$. A feasible version by the use of a nonparametric heteroskedasticity and autocorrelation consistent (HAC) estimator in Kelejian and Prucha (2007) will be investigated in the last part of this section, which shows that asymptotic results remain valid for the feasible version.

We first discuss some regularity conditions needed for the N2SLS estimation. Let “BRC” stand for “bounded in both row and column sum norms”. A typical assumption on the spatial weights matrix $W_n$ in spatial econometrics is that it is BRC. This assumption, originated in Kelejian and Prucha (1998, 1999), restricts the degree of spatial dependence. Similarly, the unknown $T_n$ can be assumed to be BRC to restrict the degree of spatial dependence in the disturbances as in Kelejian and Prucha (2007) for the setting of disturbances with general unknown heteroskedasticity and spatial correlation. For the exogenous variables matrix $X_{n1}$, to allow for stochastic regressors with unknown spatial correlation, we may assume that $X_{n1} = B_{n1}\xi_{n1}$, where $B_{n1}$ is an $n \times n$ unknown BRC nonstochastic matrix and rows of $\xi_{n1}$ are i.i.d. As in Kelejian and Prucha (2004), (1) can represent an equation in a system of spatially correlated equations, then $Z_n = A_{n1}X_n\gamma + A_{n2}u_n$, where $X_n$ denotes all the exogenous variables in the system, $\gamma$ is a parameter matrix, $A_{n1}$ and $A_{n2}$ are $n \times n$ BRC nonstochastic matrices, and rows of $u_n$ are
i.i.d. The matrix $A_{n1}$ depends on the spatial weights matrix $W_n$. Under regularity conditions, $A_{n1} = \sum_{i=1}^{\infty} \rho_i W_n^i$ for scalars $\rho_i$’s. Then the IV matrix $F_n$ in the N2SLS estimation can be formed by the independent columns of $[X_n, W_nX_n, \ldots, W_n^sX_n]$ for some $s$. As $X_n$ may also be the product of a BRC nonstochastic matrix and a stochastic matrix with i.i.d. rows, it is plausible to assume that $Z_n = B_{n2}\alpha + B_{n3}\xi_n$ and $F_n = B_{n4}\xi_n$, where $B_{n2}$, $B_{n3}$ and $B_{n4}$ are $n \times n$ unknown BRC nonstochastic matrices, and rows of stochastic matrices $\xi_n$, $\xi_n$ and $\xi_n$ are i.i.d.

One or more elements of $Z_n$ can also be generated by a nonlinear model.\(^6\) With underlying exogenous variables similar to $X_{n1}$ satisfying $X_{n1} = B_{n1}\xi_{n1}$, $Z_n$ and $F_n$ can also have the forms discussed above.\(^7\) Let $\epsilon_n$ be the $i$th element of $\epsilon_n$, and $\xi_{n,j}$’s be the $j$th rows of $\xi_{jn}$ for $j = 1, \ldots, 4$. We need the existence of the fourth moment of $\|(\xi_{n1, i}, \xi_{n2, i}, \xi_{n3, i})\|_{\infty}$ for the applicability of a law of large numbers, and the existence of a moment of $\|(\xi_{n4, i}, \epsilon_n)\|_{\infty}$ higher than the fourth order for the applicability of a central limit theorem and for proving that the HAC estimator $B$ and $\xi_n$’s are independent of $\epsilon_n$’s, $E(\epsilon_n^2) = I_n$, $E(\|(\xi_{n1, i}, \xi_{n2, i}, \xi_{n3, i})\|_{\infty}^4 < \infty$, $E(\|(\xi_{n4, i}, \epsilon_n)\|_{\infty}^\tau < \infty$ for some $\tau > 4$, and $\lim_{n \to \infty} \frac{1}{n} E(\Pi_n)$ exists and is nonsingular.

Assumption 2. The nonstochastic matrices $\{W_n\}$ are BRC, and their diagonal elements are all zero.

Assumption 3. The unknown nonstochastic matrices $\{T_n\}$ are nonsingular, $\{T_n\}$ and $\{T_n^{-1}\}$ are BRC, and $\lim_{n \to \infty} \frac{1}{n} E(\Pi_n)$ exists and is nonsingular.

Assumption 4. There exists a constant $\eta > 0$ such that $|\alpha| \leq \eta$ and the true parameter $\alpha_0$ is in the interior of the parameter space $[-\eta, \eta]$.

Let $\theta_0$ be the true parameter vector of $\theta$. The identification of $\theta_0$ requires a unique solution of $\lim_{n \to \infty} \frac{1}{n} E[F_n'(e^{\alpha W_n}Y_n - D_n\beta)] = 0$ at $\theta_0$. Under regularity conditions,

$$\frac{1}{n} E[F_n'(e^{\alpha W_n}Y_n - D_n\beta)] = \frac{1}{n} E(F_n'(e^{(\alpha - \alpha_0) W_n}D_n)\beta_0, E(F_n'D_n)) \left( \frac{1}{\beta} \right).$$

When $\alpha = \alpha_0$, the preceding expression reduces to $\frac{1}{n} E(F_n'D_n)(\beta_0 - \beta)$. An identification condition can be as in the following assumption.

Assumption 5. $\lim_{n \to \infty} \frac{1}{n} E[F_n'(e^{(\alpha - \alpha_0) W_n}D_n)\beta_0, E(F_n'D_n)]$ has full column rank for any $\alpha \neq \alpha_0$.

\(^6\)In this case, we may have a many IV problem as in Liu and Lee (2013), which is beyond the scope of this paper.

\(^7\)More discussions on the IV selection can be found in Kelejian and Prucha (2007).

\(^8\)Such an assumption simplifies the argument on uniform convergence of the minimized sample average objective function over its parameter space.
Note that the condition of Assumption 5 implies, in particular, that \( \lim_{n \to \infty} \frac{1}{n} E(F'_n D_n) \) has full column rank. The condition would not hold when \( \beta_0 = 0 \); otherwise, it holds in general. Under the above regularity assumptions, the consistency of \( \hat{\theta}_n \) follows.

**Proposition 2.1.** Under Assumptions 1–5, \( \hat{\theta}_n = \theta_0 + o_p(1) \).

### 2.1 Asymptotic distribution: The regular case

We now consider the asymptotic distribution of the N2SLS estimator. Let the moment vector be \( g_n(\theta) = F'_n(e^\alpha W_n Y_n - D_n \beta) \). Its Jacobian matrix is \( G_n(\theta) = \frac{\partial g_n(\theta)}{\partial \theta} = F'_n(W_n e^\alpha W_n Y_n, -D_n) \). Then,

\[
E(G_n(\theta_0)) = [E(F'_n W_n D_n) \beta_0, -E(F'_n D_n)]
\]

\[
= [E(F'_n W_n X_n') \beta_{10} + E(F'_n W^2_{2n} l_n) \beta_{20} + E(F'_n W^2_{1n} X_n) \beta_{30} + E(F'_n W_n Z_n) \beta_{40}]
\]

\[
- E(F'_n X_n'), -E(F'_n W_n l_n), -E(F'_n W_n X_n), -E(F'_n Z_n)].
\]

Let \( \delta = (\beta_1', \beta_2')' \) and \( \zeta = (\beta_3', \beta_4')' \) when \( W_n \) is row-normalized; \( \delta = \beta_1 \) and \( \zeta = (\beta_2, \beta_3, \beta_4)' \) when \( W_n \) is not row-normalized. If \( W_n \) is row-normalized and \( \zeta_0 \neq 0 \), the first column of \( E[G_n(\theta_0)] \) is generally not linearly dependent on \( E(F'_n D_n) \), since \( E(F'_n W^2_{2n} X_n) \beta_{30} \) or \( E(F'_n W_n Z_n) \beta_{40} \) appears in the first column. If \( W_n \) is not row-normalized and \( \zeta_0 \neq 0 \), \( E(F'_n W^2_{2n} l_n) \beta_{20} \) might also appear in the first column of \( E[G_n(\theta_0)] \). Thus \( E[G_n(\theta_0)] \) generally has full rank. As a result, the asymptotic distribution of the N2SLS estimator can be derived as usual by applying the mean value theorem to the first order condition of the criterion function.

**Proposition 2.2.** Under Assumptions 1–5, when \( \zeta_0 \neq 0 \), the N2SLS estimator \( \hat{\theta}_n \) has the asymptotic distribution

\[
\sqrt{n}(\hat{\theta}_n - \theta_0) \overset{d}{\to} N(0, \lim_{n \to \infty} \frac{1}{n} \Pi_n^{-1} \Pi_n^{-1} G_n^{-1}),
\]

where \( \Pi_n = E(\Pi_n) \) and \( G_n = E[G_n(\theta_0)] \), provided that \( \lim_{n \to \infty} \frac{1}{n} \Pi_n \) has full rank. The best IV matrix \( F_n \) is the matrix formed by the independent columns of \( (T_n T'_n)^{-1} [X^*_n, W_n X_n, W^2_{n} X_n, E(Z_n, W_n Z_n | X_n)] \), where \( X_n \) denotes the matrix of all exogenous variables.

Proposition 2.2 excludes the case that \( \zeta_0 = 0 \). This case turns out to be irregular, which needs special attention.

### 2.2 Asymptotic distribution: The irregular case

By (3), the Jacobian matrix of the moment vector at the true parameter vector is rank deficient w.p.a.1. when \( \zeta_0 = 0 \), i.e., when the Durbin regressors and endogenous explanatory variables are irrelevant, even \( \delta_0 \neq 0 \). In this subsection, we consider the N2SLS estimation of model (1) in this situation.

Although \( \zeta_0 = 0 \), the identification condition in Assumption 5 still holds when \( \delta_0 \neq 0 \). Thus the N2SLS estimator will be consistent. But in this case, the expected Jacobian matrix of the moment vector at the true parameter vector does not have full rank, so the usual way to derive the asymptotic distribution by the mean value theorem will not
work. Instead, we analyze high order Taylor expansions of the first order condition of the N2SLS criterion function (2). Let \( H_n = F_n \Pi_n^{-1} F_n' \). The first order derivatives of \( Q_n(\theta) \) are:

\[
\frac{\partial Q_n(\theta)}{\partial \alpha} = 2Y_n'e^{\omega_n W_n} H_n(e^{\omega_n} Y_n - D_n \beta), \\
\frac{\partial Q_n(\theta)}{\partial \beta} = -2D_n' H_n(e^{\omega_n} Y_n - D_n \beta).
\]

(4)

(5)

Note that at \( \theta_0 = (\alpha_0, \delta_0, 0)' \), \( e^{\omega_n W_n} Y_n = X_n \delta_0 + V_n \), and

\[
\frac{1}{\sqrt{n}} \frac{\partial Q_n(\theta_0)}{\partial \alpha} = \frac{2}{\sqrt{n}} (X_n \delta_0 + V_n)' W_n H_n V_n = \frac{2}{\sqrt{n}} (W_n X_n \delta_0)' H_n V_n + O_p\left(\frac{1}{\sqrt{n}}\right) = O_p(1),
\]

\[
\frac{1}{\sqrt{n}} \frac{\partial Q_n(\theta_0)}{\partial \beta} = -\frac{2}{\sqrt{n}} D_n' H_n V_n = O_p(1).
\]

(6)

Let \( k_s \) be the number of columns in \( X_n' \), and \( \delta = (\delta_0', \delta_2)' \) with \( \delta_2 \) being a scalar. Then,

\[
\frac{1}{\sqrt{n}} \frac{\partial Q_n(\theta_0)}{\partial \alpha} + \frac{1}{\sqrt{n}} \frac{\partial Q_n(\theta_0)}{\partial \beta} = (0_1 \times k_s, \delta, 0_1 \times k_s)' = o_p(1),
\]

i.e., \( \frac{1}{\sqrt{n}} \frac{\partial Q_n(\theta_0)}{\partial \alpha} \) and \( \frac{1}{\sqrt{n}} \frac{\partial Q_n(\theta_0)}{\partial \beta} \) are linearly dependent w.p.a.1. As a result, \( \frac{1}{n} \frac{\partial Q_n(\theta_0)}{\partial \theta} \frac{\partial Q_n(\theta_0)}{\partial \theta} \) is singular w.p.a.1. From (23)–(25) in Appendix A, \( \frac{1}{n} \frac{\partial^2 Q_n(\theta_0)}{\partial \theta \partial \theta'} = \frac{2}{n} (-W_n X_n \delta_0, D_n)' H_n (-W_n X_n \delta_0, D_n) + o_p(1) \), which is also singular with large \( n \) as \( D_n \) contains \( W_n X_n \) in its columns. We note that \( \frac{1}{n} \text{E} (\frac{\partial Q_n(\theta_0)}{\partial \theta} \frac{\partial Q_n(\theta_0)}{\partial \theta} ) \) generally has full rank when \( \theta \neq \theta_0 \). Rothenberg (1971) shows that, in the likelihood theory of parametric models, if the information matrix has constant rank in an open neighborhood of the true parameter vector, then local identification of parameters is equivalent to nonsingularity of the information matrix at the true parameter vector. In the current case, the rank of \( \frac{1}{n} \text{E} (\frac{\partial Q_n(\theta_0)}{\partial \theta} \frac{\partial Q_n(\theta_0)}{\partial \theta} ) \) evaluated at \( \theta = \theta_0 \) differs from that at \( \theta \neq \theta_0 \). So even though \( \frac{1}{n} \text{E} (\frac{\partial Q_n(\theta_0)}{\partial \theta} \frac{\partial Q_n(\theta_0)}{\partial \theta} ) \) is singular w.p.a.1., the parameters may still be identifiable as previously argued.

Although the elements of the gradient vector are linearly dependent w.p.a.1., none of the elements is zero. In Rotnitzky et al. (2000), the asymptotic distribution of the MLE is first derived for a parametric model for which an element of the score is zero, where estimators corresponding to zero and nonzero scores have different convergence rates. If none of the elements of the score is zero but these elements are linearly dependent, the model is first reparameterized to be one for which one element of the score is zero. Following Rotnitzky et al. (2000), for our N2SLS estimation of the MESS model, consider the reparameterization \( \omega = (\beta + K' (\alpha - \alpha_0))' \equiv (\phi, \psi)' \), where \( \phi \) is a scalar, and \( K = [\lim_{n \to \infty} \frac{1}{n} \frac{\partial Q_n(\theta_0)}{\partial \alpha} \frac{\partial Q_n(\theta_0)}{\partial \beta}] [\lim_{n \to \infty} \frac{1}{n} \frac{\partial Q_n(\theta_0)}{\partial \beta} \frac{\partial Q_n(\theta_0)}{\partial \beta}]^{-1} \). At \( \theta_0 \), we have \( \omega = \theta_0 \). Denote \( \omega_0 = \theta_0 \). Then \( Q_n(\theta) = Q_n(\phi, \psi - K' (\phi - \alpha_0)) \equiv Q_n^*(\omega) \), and \( \frac{\partial Q_n^*(\omega)}{\partial \omega} = \frac{\partial Q_n(\theta_0)}{\partial \alpha} - [\lim_{n \to \infty} \frac{1}{n} \frac{\partial Q_n(\theta_0)}{\partial \alpha} \frac{\partial Q_n(\theta_0)}{\partial \beta}] [\lim_{n \to \infty} \frac{1}{n} \frac{\partial Q_n(\theta_0)}{\partial \beta} \frac{\partial Q_n(\theta_0)}{\partial \beta}]^{-1} \frac{\partial Q_n(\theta_0)}{\partial \beta} \) is approximately the residual vector for the population regression of \( \frac{\partial Q_n(\theta_0)}{\partial \omega} \) on \( \frac{\partial Q_n(\theta_0)}{\partial \beta} \). Because of the linear dependence of these two random vectors w.p.a.1., as a residual, \( \frac{\partial Q_n^*(\omega)}{\partial \beta} \) must have a smaller order than \( \frac{\partial Q_n(\theta_0)}{\partial \alpha} \).

In our current case, \( K = (0_1 \times k_s, -\delta_20, -\delta_0, 0_1 \times k_s) \). So the reparameterization has \( \omega = (\phi, \psi, \psi, \psi)' = (\alpha, \beta_1', \beta_2 - \delta_20 (\alpha - \alpha_0), \beta_3, \beta_4)' \) and

\[
Q_n^*(\omega) = V_n(\omega) H_n V_n(\omega),
\]

(6)

where \( V_n(\omega) = e^{\omega_n W_n} Y_n - X_n' \psi_1 - W_n l_n [\psi_2 + \delta_20 (\phi - \phi_0)] - W_n X_n [\psi_3 + \delta_10 (\phi - \phi_0)] - Z_n \psi_4 \). The N2SLS estimator \( \hat{\omega}_n \) minimizes \( Q_n^*(\omega) \). Because of the one-to-one correspondence between \( \theta \) and \( \omega \), the consistency of the N2SLS estimator \( \hat{\theta}_n \) implies the consistency of \( \hat{\omega}_n \) to \( \omega_0 \).
To derive the asymptotic distribution of $\hat{\omega}_n$, we need to investigate high order Taylor expansions of the first order condition $\frac{\partial Q_n^*(\omega_n)}{\partial \omega} = 0$. Here, we sketch the derivation of the asymptotic distribution, with details in the proof of Proposition 2.3. It turns out that we need a third order Taylor expansion of the first order conditions at the true parameter vector. In terms of $\hat{\phi}_n$, $\hat{\psi}_n$, and their true values, we find $\sqrt{n}(\hat{\phi}_n - \phi_0)^2 = O_p(1)$ and $\sqrt{n}(\hat{\psi}_n - \psi_0) = O_p(1)$, and, by further eliminating $\hat{\psi}_n$ by substitution, the expansion yields:

$$0 = 2n^{-1/2} \nu_n^\prime W_n^\prime \Sigma_n D_n V_n - n^{-3/2}(W_n^2 X_n \delta_0)\nu_n W_n \sqrt{n}(\hat{\phi}_n - \phi_0)^2$$

$$+ n^{-3/2}(\hat{\phi}_n - \phi_0)[R_n + S_n \sqrt{n}(\hat{\phi}_n - \phi_0)] + o_p(n^{-1/2})$$

$$= n^{-1/2}(\hat{\phi}_n - \phi_0) R_n + S_n \sqrt{n}(\hat{\phi}_n - \phi_0)^2 + o_p(n^{-1/2}),$$

(7)

where $\nu_n = H_n D_n (D_n^\prime H_n D_n)^{-1} D_n^\prime H_n D_n$, $\Sigma_n = H_n - \nu_n$, and $S_n = \frac{1}{n} (W_n^2 X_n \delta_0)\nu_n W_n^2 X_n \delta_0 = O(1)$. Note that $\Sigma_n = H_n^2 / 2 M_{H/2} H_n^2 / 2$, where $H_n^2 / 2$ is a symmetric matrix such that $H_n = H_n^2 / 2$, and $M_{H/2} = \frac{1}{n} (D_n^\prime H_n D_n)^{-1} D_n^\prime H_n^2 / 2$ is the orthogonal projector onto the null space of $D_n^\prime H_n^2 / 2$. Then by the partitioned matrix formula, we have $R_n = O_p(1)$ and $S_n > 0$ w.a.s. under the following assumption:

**Assumption 6.** $\lim_{n \to \infty} \frac{1}{n} [E(F_n^\prime W_n^2 X_n) \delta_0, E(F_n^\prime D_n)]$ has full column rank.

Furthermore, when $R_n > 0$, as $S_n \sqrt{n}(\hat{\phi}_n - \phi_0)^2 \geq 0$, we must have $\sqrt{n}(\hat{\phi}_n - \phi_0)^2 = O_p(1)$; when $R_n < 0$, $R_n + S_n \sqrt{n}(\hat{\phi}_n - \phi_0)^2 = O_p(1)$ and thus $\sqrt{n}(\hat{\phi}_n - \phi_0)^2 = J_{1n} + o_p(1)$, where $J_{1n} = -S_n^{-1} R_n$. Note that $R_n = \frac{1}{\sqrt{n}} (W_n^2 X_n \delta_0) [I_n - H_n D_n (D_n^\prime H_n D_n)^{-1} D_n^\prime] \nu_n \sqrt{n}(\hat{\phi}_n - \phi_0)^2 + o_p(1)$. Thus, $\sqrt{n}(\hat{\phi}_n - \phi_0) = J_{1n} + o_p(1)$, where $L_n = (D_n^\prime H_n D_n) \nu_n \sqrt{n}(\hat{\phi}_n - \phi_0)^2 + o_p(1)$. Note that $L_n \mathop{\to}^d L$, where $L$ is $N(0, \lim_{n \to \infty} \frac{1}{n} E(D_n^\prime F_n) H_n^{-1} E(F_n^\prime D_n)^{-1})$. When $R_n < 0$, we are essentially solving the following:

$$0 = \left( \begin{array}{c} \frac{1}{\sqrt{n}} \frac{\partial^2 Q_n^*(\omega_n)}{\partial \phi^2} \\
\frac{1}{\sqrt{n}} \frac{\partial^2 Q_n^*(\omega_n)}{\partial \psi^2} \end{array} \right) + \left( \begin{array}{cc} \frac{1}{n} \frac{\partial^2 Q_n^*(\omega_n)}{\partial \phi \partial \psi} \\
\frac{1}{2n} \frac{\partial^2 Q_n^*(\omega_n)}{\partial \phi^2} \end{array} \right) \left( \begin{array}{c} \sqrt{n}(\hat{\phi}_n - \phi_0)^2 \\
\sqrt{n}(\hat{\psi}_n - \psi_0) \end{array} \right) + o_p(1).$$

(8)

Thus, $(\frac{\sqrt{n}(\hat{\phi}_n - \phi_0)^2}{\sqrt{n}(\hat{\psi}_n - \psi_0)}) = (J_{1n} \mathop{\to}^{d} J_{2n}) + o_p(1)$, where

$$J_{1n} = \left( \begin{array}{c} 2 \end{array} \right) \left( \begin{array}{c} \frac{1}{n} (-W_n^2 X_n \delta_0, D_n) H_n^{-1} (-W_n^2 X_n \delta_0, D_n) \end{array} \right) \left( \begin{array}{c} 0 \\
I_{k_d} \end{array} \right)$$

(9)

with $k_d = k_x^2 + k_x + k_z + 1$ is the leading order term of $-\left( \begin{array}{cc} \frac{1}{bn} \frac{\partial^2 Q_n^*(\omega_n)}{\partial \phi^2} \\
\frac{1}{bn} \frac{\partial^2 Q_n^*(\omega_n)}{\partial \phi \partial \psi} \end{array} \right) \left( \begin{array}{c} \sqrt{n}(\hat{\phi}_n - \phi_0)^2 \\
\sqrt{n}(\hat{\psi}_n - \psi_0) \end{array} \right),$ and $J_{1n}$ has the explicit form $J_{1n} = -S_n^{-1} R_n$, as in the last paragraph. By (9), $J_{2n} = L_n + (\frac{1}{n} D_n^\prime H_n D_n)^{-1} \frac{1}{n} D_n^\prime H_n^2 X_n \delta_0 J_{1n}$.

---

9Note that $F_n$ is allowed to be stochastic in Assumption 3, so $\frac{1}{\sqrt{n}} F_n^\prime V_n = \frac{1}{\sqrt{n}} \sum_{n=1}^{N} B_n^\prime T_n \epsilon_n$ is a special case of a general linear-quantile form in Qu and Lee (2012).
Note that $J_n = (J_{1n}, J_{2n})'$ can be further written as $J_n = J_n + o_p(1)$, where

$$J_n = \begin{pmatrix} 2 & 0 \\ 0 & I_{k_d} \end{pmatrix} \left[ \frac{1}{n} E\left[ (\mathbf{W}_n^2 \mathbf{X}_n \delta_0, D_n) F_n \mathbf{H}_n^{-1} \mathbf{E}[F_n'(-\mathbf{W}_n^2 \mathbf{X}_n \delta_0, D_n)] \right] \right]^{-1} \frac{1}{\sqrt{n}} E\left[ (\mathbf{W}_n^2 \mathbf{X}_n \delta_0, D_n) F_n \mathbf{H}_n^{-1} F_n' \mathbf{V}_n \right].$$

Thus $J_n$ has the asymptotic distribution $J_n \overset{d}{\to} J$, where $J = (J_1, J_2)'$ is $N(0, \lim_{n \to \infty} \Delta_n)$ with $J_1$ being the first element of $J$ and

$$\Delta_n = \begin{pmatrix} 2 & 0 \\ 0 & I_{k_d} \end{pmatrix} \left[ \frac{1}{n} E\left[ (\mathbf{W}_n^2 \mathbf{X}_n \delta_0, D_n) F_n \mathbf{H}_n^{-1} \mathbf{E}[F_n'(-\mathbf{W}_n^2 \mathbf{X}_n \delta_0, D_n)] \right] \right]^{-1} \begin{pmatrix} 2 & 0 \\ 0 & I_{k_d} \end{pmatrix}$$

being the variance of $J_n$. Thus, $L = J_2 - \lim_{n \to \infty} [\frac{2}{n} E(D_n' F_n) \mathbf{H}_n^{-1} E(F_n' D_n)]^{-1} \frac{1}{n} E(D_n' F_n) \mathbf{H}_n^{-1} E(F_n' \mathbf{W}_n^2 \mathbf{X}_n \delta_0 J_1)$, which is $N(0, \lim_{n \to \infty} [\frac{1}{n} E(D_n' F_n) \mathbf{H}_n^{-1} E(F_n' D_n)]^{-1})$ as above.

From the above, only the asymptotic distribution of $\sqrt{n}(\hat{\phi}_n - \phi_0)^2$ has been derived, but the sign of $n^{1/4}(\hat{\phi}_n - \phi_0)$ has not. As we are interested in $(\hat{\phi}_n - \phi_0)$, a further analysis for the sign of $n^{1/4}(\hat{\phi}_n - \phi_0)$ is needed. For a fourth order Taylor expansion of $Q_n(\hat{\omega}_n)$, the sign of $n^{1/4}(\hat{\phi}_n - \phi_0)$ does not affect the leading order term of the fourth order polynomial. As $\hat{\phi}_n$ is the N2SLS estimator, the sign of $n^{1/4}(\hat{\phi}_n - \phi_0)$ should be chosen to minimize the remainder term of the fourth order Taylor expansion. Essentially, we derive the leading order term of the remainder by investigating a higher order—fifth order—Taylor expansion of $Q_n(\hat{\omega}_n)$. When $R_n < 0$, $n^{1/4}(\hat{\phi}_n - \phi_0)$ being positive is equivalent to some random variable being negative asymptotically. To describe this random variable, we define two random vectors that are uncorrelated with $J_n$:

i) $U_{1n} = \frac{1}{\sqrt{n}} F_n' \mathbf{V}_n \mathbf{Y}_n - \mathbf{Y}_1n J_n$, where $\mathbf{Y}_1n = \frac{1}{\sqrt{n}} E(F_n' \mathbf{V}_n J_n') \Delta_n^{-1} = -\frac{1}{2n} E(F_n' \mathbf{W}_n^2 \mathbf{X}_n \delta_0, \frac{1}{n} E(F_n' D_n))$ and

ii) $U_{2n} = \frac{1}{\sqrt{n}} F_n' \mathbf{W}_n \mathbf{V}_n \mathbf{Y}_2n - \mathbf{Y}_2n J_n$, where $\mathbf{Y}_2n = \frac{1}{\sqrt{n}} E(F_n' \mathbf{W}_n \mathbf{V}_n J_n') \Delta_n^{-1} = E(F_n' \mathbf{W}_n \mathbf{T}_n \mathbf{T}_n' F_n) \mathbf{H}_n^{-1} \mathbf{Y}_1n$.

The $U_n = (U_{1n}, U_{2n})'$ is uncorrelated with $J_n$ since it is the residual random vector for a population regression of $\frac{1}{\sqrt{n}} (\mathbf{V}_n' F_n, \mathbf{V}_n' \mathbf{W}_n F_n)'$ on $J_n$. According to the fifth order Taylor expansion of $Q_n(\hat{\omega}_n)$, we find that $P(I(n^{1/4}(\hat{\phi}_n - \phi_0) < 0) = I(K_n^* > 0) | R_n < 0) \to 1$ as $n \to \infty$, where $I(\cdot)$ is the set indicator and

$$K_n^* = 2(U_{2n} + \mathbf{Y}_2n J_n)(\frac{1}{n} \mathbf{H}_n)^{-1}(U_{1n} + \mathbf{Y}_1n J_n)$$

$$+ \mathbf{Y}_n \left[ \left( \frac{1}{3} E(F_n' \mathbf{W}_n^2 \mathbf{X}_n \delta_0) \right) \mathbf{H}_n^{-1} U_{1n} + \left( E(F_n' \mathbf{W}_n^2 \mathbf{X}_n \delta_0) \right) \mathbf{H}_n^{-1} U_{2n} \right] + \left( \frac{1}{2} E(D_n' F_n) \mathbf{H}_n^{-1} \mathbf{Y}_2n \right)$$

Since $(U_n', J_n') \overset{d}{\to} (U', J')$, where $U = N(0, \lim_{n \to \infty} E(U_n U_n'))$ is independent of $J$, $\hat{\omega}_n$ has the following asymptotic distribution:

**Proposition 2.3.** Under Assumptions 1–6, when $\zeta_0 = 0$,

$$\left( n^{1/4}(\hat{\phi}_n - \phi_0) \sqrt{\mathbf{Y}_n' \mathbf{Y}_n - \psi_0 - \psi_0} \right) \overset{d}{\to} \left( \frac{-1}{B J_1^{1/2}} \right) I(J_1 > 0) + \left( \frac{0}{L} \right) I(J_1 < 0),$$

where $B$ is a Bernoulli random variable with success probability equal to $P(K^* > 0 | J_1 > 0)$ with $K^* = 2 \lim_{n \to \infty} (U_{2n} + \mathbf{Y}_2n J_n)(\frac{1}{n} \mathbf{H}_n)^{-1}(U_{1n} + \mathbf{Y}_1n J_n)$
Since \( \alpha = \phi, \beta_1 = \psi_1, \beta_2 = \psi_2 + \delta_20(\phi - \phi_0), \beta_3 = \psi_3 + \delta_10(\phi - \phi_0), \) and \( \beta_4 = \psi_4, \) the asymptotic distribution of \((\hat{\alpha}_n, \hat{\beta}_1^n, \hat{\beta}_2^n, \hat{\beta}_3^n, \hat{\beta}_4^n)^\prime\) follows by the continuous mapping theorem. Note that

\[
n^{1/4}(\hat{\beta}_2n - \beta_{20}) = \delta_20n^{1/4}(\phi_n - \phi_0) + n^{1/4}(\tilde{v}_2n - \psi_{20}) = \delta_20n^{1/4}(\phi_n - \phi_0) + o_p(1).
\]

Similarly, \( n^{1/4}(\hat{\beta}_3n - \beta_{30}) = \delta_{10}n^{1/4}(\phi_n - \phi_0) + o_p(1). \) Hence, \( \hat{\alpha}_n, \hat{\beta}_1^n \) and \( \hat{\beta}_2^n \) have rates of convergence that are slower than the usual \( \sqrt{n} \)-rate.

**Corollary 2.1.** Under Assumptions 1–6, when \( \zeta_0 = 0, \)

\[
\begin{pmatrix}
  n^{1/4}(\hat{\alpha}_n - \alpha_0) \\
  n^{1/2}(\hat{\beta}_1n - \beta_{10}) \\
  n^{1/4}(\hat{\beta}_2n - \beta_{20}) \\
  n^{1/4}(\hat{\beta}_3n - \beta_{30}) \\
  n^{1/2}(\hat{\beta}_4n - \beta_{40})
\end{pmatrix}
\xrightarrow{d}
\begin{pmatrix}
  \begin{pmatrix}
    -1 \beta J_1^{1/2} \\
    J_{22}^* \\
    -1 \beta_20 J_1^{1/2} \\
    -1 \beta_{10} J_1^{1/2} \\
    J_{22}^*
  \end{pmatrix}
\end{pmatrix}
\begin{pmatrix}
  I(J_1 > 0) + \left(\begin{array}{c}
  L_{z^*} \\
  0_{k_z \times 1}
\end{array}\right)
\right)
\begin{pmatrix}
  I(J_1 < 0),
\end{pmatrix}
\end{align}

where \( J_{22}^* \) and \( L_{z^*} \) are the subvectors consisting of the first \( k_z \) elements of, respectively, \( J_2 \) and \( L \), and \( J_{22} \) and \( L_z \) are the subvectors consisting of the last \( k_z \) elements of, respectively, \( J_2 \) and \( L \).

**2.2.1 A special case: A MESS model with irrelevant Durbin’s regressors but without endogenous regressors**

The irregular phenomenon above appears when \( \zeta_0 = 0. \) It is of interest to note that if the endogenous variables are really relevant, i.e., \( \beta_{40} \neq 0, \) even though the Durbin regressors are irrelevant, the presence of relevant identifiable endogenous variables helps the identification of parameters including the unknown \( \zeta_0, \) which may be zero. If the Durbin regressors are irrelevant and not included in the model, even though \( \beta_{40} = 0, \) the Jacobian matrix of the moment vector at the true parameter vector in general has full rank w.p.a.1. It is the Durbin regressors with unknown zero coefficients but not endogenous explanatory variables that lead to the irregular phenomenon. Thus, for the following MESS model without endogenous variables

\[
e^{\alpha W_n}Y_n = X_n^*\beta_1 + W_n\beta_2 + W_nX_n\beta_3 + V_n, \quad V_n = T_n\epsilon_n,
\]

we have a rank deficient expected Jacobian matrix of the moment vector for the N2SLS estimation at the true parameter vector with \( \zeta_0 = 0, \) where \( \beta_3 \) is excluded from \( \zeta, \) which is now \( \zeta = \beta_3 \) when \( W_n \) is row-normalized and \( \zeta = (\beta_2, \beta_4^\prime)^\prime \) when \( W_n \) is not row-normalized.

The MESS model (12) might be of interest in its own right. The N2SLS criterion function for (12) is \( Q_n(\theta) = (e^{\alpha W_n}Y_n - X_n^*\beta_1 - W_n\beta_2 - W_nX_n\beta_3)^\prime H_n(e^{\alpha W_n}Y_n - X_n^*\beta_1 - W_n\beta_2 - W_nX_n\beta_3) \) with \( \theta = (\alpha, \beta^\prime)^\prime = (\alpha, \beta_1', \beta_2', \beta_3') = (\alpha, \delta', \zeta')^\prime. \) Similar to model (1), when \( \zeta_0 = 0, \) \( \frac{1}{n} E(\frac{\partial Q_n(\theta_0)}{\partial \alpha}) = \frac{1}{n} E(\frac{\partial^2 Q_n(\theta_0)}{\partial \alpha^2}) \) and \( \frac{1}{n} E(\frac{\partial^2 Q_n(\theta_0)}{\partial \beta^2}) \) are singular w.p.a.1. Consider the reparameterization \( \omega = (\beta + K'(\alpha - \alpha_0))^\prime \equiv (\phi, \psi)^\prime, \) where

\[
K = -((0_{1 \times k'}, -\delta_{20}, -\delta_{10}^\prime) = [\text{plim}_{n \to \infty} \frac{1}{n} \frac{\partial Q_n(\theta_0)}{\partial \alpha}] [\text{plim}_{n \to \infty} \frac{1}{n} \frac{\partial Q_n(\theta_0)}{\partial \beta} - \frac{\partial Q_n(\theta_0)}{\partial \beta^\prime}]^{-1}.
\]
Then $Q_n(\theta) = Q_n(\phi, \psi - K'(\phi - \alpha_0)) \equiv Q_n^*(\omega)$, and $\frac{\partial Q_n^*(\omega)}{\partial \phi}$ has a smaller order than $\frac{\partial Q_n(\theta_0)}{\partial \alpha}$. The reparameterization is $(\phi, \psi_1, \psi_2, \psi_3) = (\alpha, 3\beta_1, \beta_2 - 3\delta_0(\alpha - \alpha_0), \beta_3^* - 3\delta_10(\alpha - \alpha_0))$. Thus, we have $Q_n^*(\omega) = V_n^*(\omega)H_n\tilde{V}_n(\omega)$, where $V_n(\omega) = e^{\alpha W_n}Y_n - X_n^*\psi_1 - W_n\ell_n[\psi_2 + \delta_0(\phi - \phi_0)] - W_nX_n[\psi_3 + \delta_1(\phi - \phi_0)]$. With some slight modifications of the assumptions to account for the exclusion of $Z_n$, the asymptotic distribution of $\tilde{\omega}_n$ that minimizes $Q_n^*(\omega)$ is in Proposition 2.3 by replacing all $D_n$ in relevant terms by $(X_n^*, W_n\ell_n, W_nX_n1)$. Furthermore, the asymptotic distribution of the N2SLS estimator $(\tilde{\alpha}_n, \tilde{\beta}_1n, \tilde{\beta}_2n, \tilde{\beta}_3n)'$ that minimizes $Q_n(\theta)$ is in Corollary 2.1.

### 2.3 Feasible N2SLS estimator

The N2SLS estimator in the above analysis is infeasible as the criterion function $Q_n(\theta)$ involves the unknown matrix $T_n$. We consider a feasible N2SLS estimator using the spatial HAC estimator in Kelejian and Prucha (2007).

For the formulation of a feasible N2SLS estimator, a consistent estimator for the covariance matrix $\frac{1}{\sqrt{n}}\Pi_n = (\varpi_{n,rs})$ is needed. This can be derived as follows. First we can derive a $\sqrt{n}$-consistent but may be inefficient estimator $\hat{\theta}_n$ from some feasible N2SLS estimation, e.g., the minimizer of $(e^{\alpha W_n}Y_n - D_n\beta)'F_n(F_n'F_n)^{-1}F_n'Y_n(e^{\alpha W_n}Y_n - D_n\beta)$, where $F_n$ consists of observable IV variables. Then the residual vector can be computed as $\hat{V}_n = e^{\alpha_n W_n}Y_n - D_n\hat{\beta}_n$. Let $\tilde{V}_n = (\tilde{v}_{ni})$ and $F_n = (f_{ni,ir})$. The spatial HAC estimator $\hat{\varpi}_{n,rs}$ of $\varpi_{n,rs}$ has the form

$$\hat{\varpi}_{n,rs} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} f_{ni,ir} f_{n,jr} \tilde{v}_{ni} \tilde{v}_{nj} \mathcal{K}(d_{n,ij}^*/dn),$$

where $d_{n,ij}^* = d_{n,ji}^*$ is a distance measured by the researcher for a meaningful distance measure $d_{n,ij} = d_{n,ji} \geq 0$ between spatial units $i$ and $j$.

### Assumption 7

1. $\sqrt{n}(\hat{\theta}_n - \theta_0) = O_p(1)$;
2. $\ell_n = \max_{1 \leq i \leq n} (\ell_{i,ni})$ with $\ell_{i,ni} = \sum_{j=1}^{n} I(d_{n,ij}^* \leq d_n)$, $E(\ell_n^2) = o(n^{2\varepsilon})$, where $c_\varepsilon \leq (\tau - 2)/[2(\tau - 1)]$ for the $\tau$ in Assumption 3, and $\sum_{j=1}^{n} |\sigma_{n,ij}|d_{n,ij}^* \leq c_S$ for some $\rho_S \geq 1$ and $0 < c_S < \infty$;
3. $\sigma_{n,ij}$ is the $(i,j)$th element of $T_n T_n'$;
4. $d_{n,ij}^* = d_{n,ij} + \xi_{5n,ij} \geq 0$, where $\xi_{5n,ij} = \xi_{5n,ji}$ denotes the measurement errors, $\xi_{5n,ij} \leq c_d$ with $0 < c_d < \infty$, and $\xi_{5n,ii}$'s are independent of $\epsilon_{ni}$'s and $\xi_{4n,ii}$'s;
5. the kernel $\mathcal{K} : \mathbb{R} \to [-1,1]$, with $\mathcal{K}(0) = 1$, $\mathcal{K}(x) = \mathcal{K}(-x)$, $\mathcal{K}(x) = 0$ for $|x| > 1$, satisfies $|\mathcal{K}(x) - 1| \leq c_K|x|^p$ for $|x| \leq 1$, some $\rho_K \geq 1$ and $0 < c_K < \infty$.

The $\sqrt{n}$-consistency of $\hat{\theta}_n$ in Assumption 7(i) can be established as for $\hat{\theta}_n$ in Proposition 2.2. Assumption 7(ii) – (iv) are the same as assumptions 4, 5 and 7 in Kelejian and Prucha (2007), except the independence of $\xi_{5n,ii}$'s and $\xi_{4n,ii}$'s. The $\ell_n$ in Assumption 7(ii) plays the same role as the bandwidth parameter in time series literature and it limits the number of sample covariances entering into the HAC estimator. The second part of Assumption 7(ii) restricts the degree of correlation that relates to distances between spatial units. Assumption 7(iii) requires the measurement errors to be uniformly bounded and independent of the model disturbances and the disturbances for

$\text{Multiple distances are also allowed in Kelejian and Prucha (2007), which we omit here for simplicity.}$
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the instruments. Assumption 7(iv) specifies a kernel as usual in time series literature and the properties are satisfied by many kernels. Detailed discussions can be found in Kelejian and Prucha (2007).

Under the maintained conditions, we may show that $\tilde{\omega}_{n,rs} - \omega_{n,rs} = o_p(1)$. Let $\frac{1}{n} \tilde{\Pi}_n = (\tilde{\omega}_{n,rs})$. The criterion function $\hat{Q}_n(\theta)$ of the feasible N2SLS estimator $\hat{\theta}_n$ is

$$\hat{Q}_n(\theta) = (e^{\alpha W_n}Y_n - D_n \beta)' \hat{H}_n(e^{\alpha W_n}Y_n - D_n \beta),$$  

where $\hat{H}_n = F_n \tilde{\Pi}_n^{-1} F'_n$. With the reparameterization in Section 2.2, let $\hat{Q}_n^*(\omega) = \hat{Q}_n(\phi, \psi - K'(\phi - \alpha_0))$ and $\hat{\omega}_n$ be the minimizer of $\hat{Q}_n^*(\omega)$.

**Proposition 2.4.** Under Assumptions 1–7, $\frac{1}{n} \hat{\Pi}_n - \frac{1}{n} \Pi_n = o_p(1)$, and the results in Propositions 2.1 and 2.2 if $\hat{\theta}_n$ is replaced by $\hat{\theta}_n$ and the result in Proposition 2.3 if $\hat{\omega}_n$ is replaced by $\hat{\omega}_n$ still hold.\(^{11}\)

### 3 Testing for the irrelevance of the Durbin and endogenous regressors

In this section, we derive the distance difference and gradient tests that test for the irrelevance of the Durbin and endogenous variables, and also investigate their local power properties.\(^{12}\)

**3.1 Test statistics**

With the restriction $\zeta = 0$ imposed, the restricted N2SLS estimator $\hat{\Psi}_n$ minimizes the criterion function

$$\hat{Q}_n(\Psi, 0) = (e^{\alpha W_n}Y_n - X_n \delta)' \hat{H}_n(e^{\alpha W_n}Y_n - X_n \delta),$$

where $\Psi = (\alpha, \delta)'$. This restricted estimation does not have irregular features. As the estimation of this restricted model is regular, the asymptotic distribution of $\hat{\Psi}_n$ follows from the equation:

$$\sqrt{n}(\hat{\Psi}_n - \Psi_0) = \left[ \frac{1}{n} (-W_n X_n \delta_0, X_n)' H_n (-W_n X_n \delta_0, X_n) \right]^{-1} \frac{1}{\sqrt{n}} (-W_n X_n \delta_0, X_n)' H_n V_n + o_p(1).$$  

This relation for the restricted model will be useful for deriving asymptotic distributions of test statistics.

**3.1.1 The distance difference test**

For the unrestricted model, we take a fourth order Taylor expansion of $Q_n^*(\hat{\omega}_n)$ and collect terms that go to zero in probability into a remainder. As shown in Section 2.2, the estimator behaves differently for the two cases $R_n < 0$.

---

\(^{11}\)With unknown $T_n$, the N2SLS estimation with the best IV matrix in Proposition 2.2 is not feasible, since the best IV matrix cannot be consistently estimated.

\(^{12}\)The Wald test is not considered here, because the usual Wald test is a quadratic form of the estimator and has an asymptotic chi-squared distribution, but from Corollary 2.1, a quadratic form of $\tilde{\zeta}_n$ will not have an asymptotic chi-squared distribution due to the irregular feature under $H_0: \zeta_0 = 0$. 
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and $R_n > 0$. When $R_n < 0$, from the proof of Proposition 2.3 and its analysis, we have:

$$
\hat{Q}_n(\hat{\omega}_n) - \hat{Q}_n(\omega_0) = \left( \frac{1}{2\sqrt{n}} \frac{\partial^2 \hat{Q}_n(\omega_0)}{\partial \phi^2} \right) \left( \sqrt{n}(\hat{\phi}_n - \phi_0)^2 \right)
$$

$$
+ \left( \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\omega_0)}{\partial \psi} \right)' \left( \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\omega_0)}{\partial \psi} \right) \left( \sqrt{n}(\hat{\psi}_n - \psi_0)^2 \right) + o_p(1)
$$

$$
= -V_n^p \mathbb{P}(-W^2 X \delta_0, D) V_n + o_p(1),
$$

where the second equality follows by using (8) and orders of relevant derivatives in Appendix A, and $\mathbb{P}(-W^2 X \delta_0, D) = H_n(-W^2 X \delta_0, D_n)[(-W^2 X \delta_0, D_n)' H_n(-W^2 X \delta_0, D_n)]^{-1}(-W^2 X \delta_0, D_n)' H_n$. On the other hand, when $R_n > 0$, we have:

$$
\hat{Q}_n(\hat{\omega}_n) - \hat{Q}_n(\omega_0) = \frac{\partial \hat{Q}_n(\omega_0)}{\partial \phi'} (\hat{\psi}_n - \psi_0) + \frac{1}{2}(\hat{\psi}_n - \psi_0) \frac{\partial^2 \hat{Q}_n(\omega_0)}{\partial \psi \partial \psi'} (\hat{\psi}_n - \psi_0) + o_p(1) = -V_n^p \mathbb{P} V_n + o_p(1),
$$

because terms associated with $(\hat{\phi}_n - \phi_0)$ and its powers have small order $o_p(1)$ due to derivatives with respect to $\phi$ (in Appendix A) having small orders and $n^{1/4}(\hat{\phi}_n - \phi_0) = o_p(1)$ when $R_n > 0$ as shown in the proof of Proposition 2.3. With $\hat{Q}_n(\Psi, 0)$ of the constrained model and its constrained estimator $\hat{\theta}_n = (\hat{\Psi}_n, 0)'$, by a first order Taylor expansion of $\hat{Q}_n(\hat{\theta}_n)$ at $\theta_0 = (\Psi_0, 0)'$, we have:

$$
\hat{Q}_n(\hat{\theta}_n) - \hat{Q}_n(\theta_0) = \frac{1}{2\sqrt{n}}(\Psi_0 - \hat{\Psi}_n)^\prime \frac{1}{n} \frac{\partial^2 \hat{Q}_n(\hat{\Psi}_n, 0)}{\partial \psi \partial \psi'} \frac{1}{n} \sqrt{n}(\Psi_0 - \hat{\Psi}_n) = V_n^p \mathbb{P}(-W X \delta_0, X) V_n + o_p(1),
$$

where $\mathbb{P}(-W X \delta_0, X) = H_n(-W X \delta_0, X)[(-W X \delta_0, X)' H_n(-W X \delta_0, X)]^{-1}(-W X \delta_0, X)' H_n$. Thus, as $\hat{Q}_n(\hat{\theta}_n) = \hat{Q}_n(\hat{\omega}_n)$ and $\hat{Q}_n(\theta_0) = \hat{Q}_n(\omega_0)$,

$$
\hat{Q}_n(\hat{\theta}_n) - \hat{Q}_n(\theta_0) = I(R_n < 0) V_n^p \mathbb{P}(-W^2 X \delta_0, D) - \mathbb{P}(-W X \delta_0, X) V_n + o_p(1)
$$

$$
+ I(R_n > 0) V_n^p \mathbb{P} D - \mathbb{P}(-W X \delta_0, X) V_n + o_p(1).
$$

In the two cases $R_n < 0$ and $R_n > 0$, the test statistic is asymptotically distributed as chi-squared random variables, but the degree of freedom in the latter case is one less than that in the former case.

**Proposition 3.1.** Under Assumptions 1–7, when $\zeta_0 = 0$, $\hat{Q}_n(\hat{\theta}_n) - \hat{Q}_n(\hat{\theta}_n) \xrightarrow{d} T$, where $T$ is a mixture of a $\chi^2(k_{x^*} + k_z)$ and a $\chi^2(k_{x^*} + k_z) - 1$ random variable with mixing probabilities equal to $1/2$.

We may compute the p-value of the test or solve for the critical value via $P(T > t) = \frac{1}{2} P(\chi^2(k_{x^*} + k_z) > t) + \frac{1}{2} P(\chi^2(k_{x^*} + k_z - 1) > t)$.

### 3.1.2 The gradient test

The gradient test is based on the asymptotic distribution of $\frac{\partial \hat{Q}_n(\theta_0)}{\partial \phi}$, where $\hat{\theta}_n = (\hat{\Psi}_n, 0)'$ is the restricted N2SLS estimator with $\zeta = 0$ imposed. Under the null hypothesis with $\theta_0 = (\Psi_0, 0)'$, by the mean value theorem and second

$^{13}$ $\chi^2(0)$ means the constant 0.
order derivatives in Appendix A,
\[
\frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\hat{\theta}_n)}{\partial \zeta} = \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\theta_0)}{\partial \zeta} + \frac{1}{n} \frac{\partial^2 \hat{Q}_n(\hat{\theta}_n)}{\partial \zeta \partial \Psi'} \sqrt{n}(\hat{\Psi}_n - \Psi_0) \\
- \frac{2}{\sqrt{n}} (W_nX^*_n, Z_n)' \mathcal{M}_n(-W_nX_{\theta_0}, X_n)V_n + o_p(1) \\
\frac{\partial}{\partial \zeta} N(0, \text{plim}_{n \to \infty} \frac{4}{n} (W_nX^*_n, Z_n)' \mathcal{M}_n(-W_nX_{\theta_0}, X_n)(W_nX^*_n, Z_n)),
\]
where \( \mathcal{M}_n(-W_nX_{\theta_0}, X_n) = H_n - P_n(-W_nX_{\theta_0}, X_n), \) \( \hat{\theta}_n \) lies between \( \hat{\theta}_n \) and \( \theta_0, \) \( X^*_n = (I_n, X_{n1}) \) when \( W_n \) is not row-normalized, and \( X^*_n = X_{n1} \) when \( W_n \) is row-normalized. Because \( \mathcal{M}_n(-W_nX_{\theta_0}, X_n)W_nX_{\theta_0} = 0, \) the covariance matrix \( (W_nX^*_n, Z_n)' \mathcal{M}_n(-W_nX_{\theta_0}, X_n)(W_nX^*_n, Z_n) \) is singular. We may show that the rank of this covariance matrix is \( k_{x^*} + k_z - 1, \) i.e., one less than the number of its columns. Using the asymptotically normally distributed gradient vector \( \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\hat{\theta}_n)}{\partial \zeta}, \) an asymptotic chi-squared statistic can be constructed via the Moore-Penrose pseudoinverse of its asymptotic covariance matrix. Let \( A^+ \) be the Moore-Penrose pseudoinverse of a square matrix \( A, \) and \( \mathcal{M}_n(-W_nX_{\theta_0}, X_n) \) be the matrix obtained by replacing \( \delta_0 \) in \( \mathcal{M}_n(-W_nX_{\theta_0}, X_n) \) with \( \delta_n. \) Then we have the following proposition.

Proposition 3.2. Under Assumptions 1–7, when \( \zeta_0 = 0, \)
\[
\frac{1}{4} \frac{\partial \hat{Q}_n(\hat{\theta}_n)}{\partial \zeta'} [(W_nX^*_n, Z_n)' \mathcal{M}_n(-W_nX_{\theta_0}, X_n)(W_nX^*_n, Z_n)]^{-1} \frac{\partial \hat{Q}_n(\hat{\theta}_n)}{\partial \zeta} \overset{d}{\to} \chi^2(k_{x^*} + k_z - 1).
\]

3.2 Local power

We consider the local power of the test statistics under the alternative hypothesis that the true parameter \( \zeta_0 \) of the model with sample size \( n \) is subject to the Pitman drift in Assumption 8 (the Durbin regressors and endogenous explanatory variables are relevant).

Assumption 8. \( \zeta_n = \frac{1}{\sqrt{n}} \kappa, \) where \( \kappa \) is a \( (k_{x^*} + k_z) \times 1 \) nonzero vector.

When \( \zeta_0 = 0, \) the N2SLS estimators \( \hat{\beta}_1n, \) and \( \hat{\beta}_4n \) are \( \sqrt{n} \)-consistent, but \( \hat{\alpha}_n, \) \( \hat{\beta}_2n \) and \( \hat{\beta}_3n \) can only be \( n^{1/4} \)-consistent. The distance difference test integrates the information of all components of the N2SLS estimator, so it might be able to detect the small drift \( \frac{1}{\sqrt{n}} \kappa \) from \( \zeta_0 = 0. \) Under the local alternative in Assumption 8, the restricted estimator \( \hat{\Psi}_n \) with the restriction \( \zeta = 0 \) imposed satisfies \( \hat{\Psi}_n = \Psi_0 + o_p(1). \) By the mean value theorem, under Assumption 8,
\[
\sqrt{n}(\hat{\Psi}_n - \Psi_0) = -\left( \frac{1}{n} \frac{\partial^2 \hat{Q}_n(\hat{\Psi}_n, 0)}{\partial \Psi' \partial \Psi} \right)^{-1} \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\hat{\Psi}_0, 0)}{\partial \Psi} \\
= \left[ \frac{1}{n} (-W_nX_{\delta_0}, X_n)'H_n(-W_nX_{\delta_0}, X_n) \right]^{-1} (-W_nX_{\delta_0}, X_n)'H_n \left[ \frac{1}{n} (W_nX^*_n, Z_n)\kappa + \frac{1}{\sqrt{n}} V_n \right] + o_p(1),
\]
where \( \hat{\Psi}_n \) is between \( \Psi_0 \) and \( \hat{\Psi}_n. \) When \( \kappa \) is not proportional to \( (\delta_{20}, \delta'_{10}, 0)', \) both \( \hat{\alpha}_n \) and \( \delta_0 \) can be asymptotically biased. Only \( \hat{\alpha}_n \) is asymptotically biased if \( \kappa \) is proportional to \( (\delta_{20}, \delta'_{10}, 0)', \) Anyhow, \( \hat{\Psi}_n \) has the usual rate \( O_p(n^{-1/2}). \) Then, the gradient test might detect the small drift \( \frac{1}{\sqrt{n}} \kappa \) from \( \zeta_0 = 0. \)
3.2.1 The distance difference test

Under the local alternative in Assumption 8, the N2SLS estimator $\hat{\theta}_n$ will still satisfy $\hat{\theta}_n = \theta_{0n} + o_p(1)$, where $\theta_{0n} = (\alpha_0, \delta_0', \gamma_0')'$. We use the same reparameterization $\omega$ as in Section 2.2. Thus, corresponding to the drift $\kappa/\sqrt{n}$ in Assumption 8, $\omega_{0n} = \theta_{0n}$, i.e., $\phi_0 = \alpha_0$, $\psi_{0n} = (\psi_{10}', \psi_{20,n}', \psi_{30,n}, \psi_{40,n}')'$ with $\psi_{10} = \beta_{10}$ and $(\psi_{20,n}', \psi_{30,n}, \psi_{40,n}')' = \kappa/\sqrt{n}$ when the spatial weights matrix is not row-normalized, and $\psi_{0n} = (\psi_{10}', \psi_{20,n}', \psi_{30,n}, \psi_{40,n}')'$ with $\psi_{10} = \beta_{10}$, $\psi_{20} = \beta_{20}$ and $(\psi_{30,n}, \psi_{40,n}')' = \kappa/\sqrt{n}$ when the spatial weights matrix is row-normalized. Relevant derivatives of $\hat{Q}_n(\omega)$ at $\omega_{0n}$ have the same orders as before in Appendix A. By an analysis similar to that in Section 2.2, the estimator $\hat{\omega}_n$ has the following asymptotic distribution under the local alternative in Assumption 8.

**Proposition 3.3.** Under Assumptions 1–8,

\[
\left(\sqrt{n}(\hat{\phi}_n - \phi_0) \right) = \left( -1 \right) B J^{1/2} \left( J_{2n} \right) I(R_n < 0) + \left( 0 \right) I(R_n > 0) + o_p(1) \xrightarrow{d} \left( (1) B J^{1/2} \right) \left( J_2 \right) I(J_1 > 0) + \left( 0 \right) I(J_1 < 0),
\]

where $B$ is a Bernoulli random variable with success probability equal to $P(K^* > 0 | J_1 > 0)$, and $K^* = 2 \lim_{n \to \infty} (U_2 + Y_{2n}) + \frac{1}{n} \left[ E(F_n | W_n W_n X_n^{**}), E(F_n' | W_n Z_n) \right] \kappa \left[ (\frac{1}{n} \Pi_n)^{-1} \left( U_1 + T_n J \right) + \lim_{n \to \infty} J' \left[ \frac{1}{n} \left[ E(F_n' | W_n X_n \delta_0) \right] \Pi_n^{-1} U_1 + \left[ E(F_n' | W_n X_n \delta_0) \right] \Pi_n^{-1} U_2 \right] - \frac{2}{n} \left[ E(F_n' | D_n \delta_0) \right] \Pi_n^{-1} Y_{2n} \right] J + \left[ \frac{1}{n} \left[ E(F_n' | W_n X_n \delta_0) \right] \Pi_n^{-1} \left[ E(F_n' | W_n X_n^{**}), E(F_n' | W_n Z_n) \right] \kappa \right].

We use Proposition 3.3 to derive the asymptotic distribution of the distance difference test statistic under the local alternative in Assumption 8. The test statistic needs to be expanded differently for the two cases $R_n < 0$ and $R_n > 0$. Let $\chi^2(a, b)$ be a noncentral chi-squared distribution with $a$ degrees of freedom and noncentrality parameter $b$.

**Proposition 3.4.** Under Assumptions 1–8, \(\hat{Q}_n(\hat{\theta}_n) - \hat{Q}_n(\hat{\theta}_n) \xrightarrow{d} \mathbb{E} \left[ r^2 + \chi^2(k_{xz} + k_z - 1, c_1) | I(r > 0) \right] + \chi^2(k_{xz} + k_z - 1, c_1)I(r < 0)\), where $c_1 = \text{plim}_{n \to \infty} \frac{1}{\sqrt{n}} \kappa'(W_n X_{n}^{**}, Z_n)'M(-W_n X_{n}, X)'(W_n X_{n}^{**}, Z_n)\kappa$ and $r$ is a standard normal random variable which is independent of $\chi^2(k_{xz} + k_z - 1, c_1)$, i.e., the asymptotic distribution of $\hat{Q}_n(\hat{\theta}_n) - \hat{Q}_n(\hat{\theta}_n)$ is a mixture of two noncentral chi-squared distributions $\chi^2(k_{xz} + k_z, c_1)$ and $\chi^2(k_{xz} + k_z - 1, c_1)$, with both noncentrality parameters equal to $c_1$ and with mixing probabilities equal to $1/2$.

When $\kappa$ is proportional to $(\delta_{20}, \delta_{10}, 0)'$, the noncentrality parameters are zero and the test has trivial power for the Pitman drift $\zeta_0 = \frac{1}{\sqrt{n}} \kappa$.

3.2.2 The gradient test

We now consider the gradient test by assuming that the DGP is subject to the Pitman drift in Assumption 8. Note that $\frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\psi_{0n})}{\partial \psi_{0n}} = -\frac{2}{\sqrt{n}} (W_n X_{n}^{**}, Z_n)' H_n = \frac{2}{n} (W_n X_{n}^{**}, Z_n)' H_n = \frac{2}{n} (W_n X_{n}^{**}, Z_n)' H_n (W_n X_{n}^{**}, Z_n) \kappa - \frac{2}{\sqrt{n}} (W_n X_{n}^{**}, Z_n)' H_n = \frac{2}{n} (W_n X_{n}^{**}, Z_n)' H_n = \frac{2}{n} (W_n X_{n}^{**}, Z_n)' H_n (W_n X_{n}^{**}, Z_n) + \frac{1}{n} \frac{\partial^2 \hat{Q}_n(\psi_{0n})}{\partial \psi_{0n}^2}$.
Under Assumption 9.

\[ \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\Psi, 0)}{\partial \zeta} = \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\Psi, 0)}{\partial \zeta} + \frac{1}{n} \frac{\partial^2 \hat{Q}_n(\Psi, 0)}{\partial \zeta^2 \partial \Psi'} \sqrt{n(\hat{\Psi} - \Psi_0)} = -\frac{2}{n} (W_nX^{**, Z_0}) M(-W, X, X)(W_nX^{**, Z_0}) \kappa - \frac{2}{n} \sqrt{n} (W_nX^{**, Z_0}) M(-W, X, X) V_n + o_p(1) \]

\[ \frac{d}{N} N \left( -\lim_{n \to \infty} \frac{2}{n} (W_nX^{**, Z_0}) M(-W, X, X)(W_nX^{**, Z_0}) \kappa, \lim_{n \to \infty} \frac{4}{n} (W_nX^{**, Z_0}) M(-W, X, X)(W_nX^{**, Z_0}) \right), \]

where \( \hat{\Psi}_n \) is between \( \Psi_0 \) and \( \hat{\Psi}_n \). Proposition 3.5 then follows.

**Proposition 3.5.** Under Assumptions 1–8,

\[ \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\hat{\theta}_n)}{\partial \zeta} \left[ (W_nX_n^{**, Z_0}) M(-W, X, X)(W_nX^{**, Z_0}) \kappa \right] \partial \hat{Q}_n(\hat{\theta}_n) \partial \zeta \rightarrow \chi^2(k_{\zeta^*} + k_z - 1, c_1). \]

Under the Pitman drift in Assumption 8, the gradient test statistic is asymptotically distributed as a noncentral chi-square random variable with the noncentrality parameter being the same as that for the distance difference test in Proposition 3.4. However, the distance difference test has one more degree of freedom with probability 0.5 and the same number of degrees of freedom with probability 0.5.

When \( \kappa \) is proportional to \( (\delta_{20}, \delta'_{10}, 0)' \), the noncentrality parameter is zero and the test has trivial power. The test is not able to detect the small drift \( n^{-1/2}(\delta_{20}, \delta'_{10}, 0)' \) from \( \zeta_0 = 0 \). In this case, we should consider a larger Pitman drift in Assumption 9, which corresponds to the rate of convergence for \( (\hat{\alpha}_n, \hat{\beta}_2, \hat{\beta}'_3)' \).

**Assumption 9.** \( \zeta_{0n} = n^{-1/4}(\delta_{20}, \delta'_{10}, 0)' \).

Under Assumption 9, by the mean value theorem and using the derivatives in Appendix A,

\[ n^{1/4}(\hat{\Psi}_n - \Psi_0) = -\left( \frac{1}{n} \frac{\partial^2 \hat{Q}_n(\Psi, 0)}{\partial \Psi \partial \Psi'} \right)^{-1} n^{-3/4} \frac{\partial \hat{Q}_n(\Psi, 0)}{\partial \Psi} = \left[ (W_nX_n^{**, Z_0}) M(-W, X, X)(W_nX^{**, Z_0}) \kappa \right] \partial \hat{Q}_n(\hat{\theta}_n) \partial \zeta \rightarrow \chi^2(k_{\zeta^*} + k_z - 1, c_1), \]

where \( \hat{\Psi}_n \) is between \( \Psi_0 \) and \( \hat{\Psi}_n \). In this case, \( \hat{\Psi}_n - \Psi_0 \) has the order \( \mathcal{O}_p(n^{-1/4}) \) due to the drift, but \( \hat{\Psi}_n - \Psi_0 + n^{-1/4}(\delta_{20}, \delta'_{10}, 0)' \) has the order \( \mathcal{O}_p(n^{-1/2}) \). We may find the leading order term of \( n^{1/2}(\hat{\Psi}_n - \Psi_0 + n^{-1/4}(\delta_{20}, \delta'_{10}, 0)' \) by expanding the first order condition \( \frac{\partial \hat{Q}_n(\Psi, 0)}{\partial \Psi} = 0 \) at \( (\alpha_n, n^{-1/4}, \delta'_{10}) \). Applying the result, then the asymptotic distribution of the gradient test statistic can be derived.

**Proposition 3.6.** Under Assumptions 1–7 and 9,

\[ \frac{1}{\sqrt{n}} \frac{\partial \hat{Q}_n(\hat{\theta}_n)}{\partial \zeta} \left[ (W_nX_n^{**, Z_0}) M(-W, X, X)(W_nX^{**, Z_0}) \kappa \right] \partial \hat{Q}_n(\hat{\theta}_n) \partial \zeta \rightarrow \chi^2(k_{\zeta^*} + k_z - 1, c_2), \]

where \( c_2 = \lim_{n \to \infty} \frac{1}{4n} \left( W_n^2 X_n^{*, Z_0} \right) M(-W, X, X)(W_nX^{**, Z_0})^2 M(-W, X, X)(W_nX^{**, Z_0})^2 \left[ (W_nX_n^{**, Z_0}) M(-W, X, X)(W_nX^{**, Z_0}) \kappa \right]. \]

Under the maintained regularity conditions, \( c_2 \) is generally non-zero. Thus, for the direction \( (\delta_{20}, \delta'_{10}, 0)' \), the gradient test can still have nontrivial power, but it is in terms of the larger drift \( n^{-1/4}(\delta_{20}, \delta'_{10}, 0)' \).
4 AGLASSO estimator

In this section, we consider estimation of the MESS model via the AGLASSO. The criterion function for the AGLASSO estimator is

\[ \frac{1}{n} \hat{Q}_n(\theta) + \lambda_n \| \tilde{\zeta}_n \|^{-\mu} \| \zeta \|, \]

where \( \lambda_n \) is a positive tuning parameter, \( \tilde{\zeta}_n \) is an initial consistent estimator of \( \zeta \), \( \| \cdot \| \) denotes the Euclidean norm (\( l_2 \)-norm), and \( \mu \) is some positive number such as 1 or 2 as in the literature. The AGLASSO estimator \( \hat{\theta}_n \) minimizes (19). Since the irregular phenomenon appears when \( \zeta_0 = 0 \), \( \zeta \) is penalized in a group with an \( l_2 \)-norm and there is no need to penalize other parameters. In addition, we are not interested in whether or not an individual component of \( \zeta \) is zero, so a penalty term with an \( l_1 \)-norm is not needed. The \( \tilde{\zeta}_n \) can be the feasible N2SLS estimator in Section 2. Intuitively, \( \tilde{\zeta}_n \) is small when \( \zeta_0 = 0 \), so the penalty term is large, and \( \hat{\zeta}_n \) tends to be closer to zero. Otherwise, the effect of the penalty term is small.

**Assumption 10.** \( \tilde{\zeta}_n = \zeta_0 + o_p(1) \).

### 4.1 Asymptotic properties

We study the asymptotic properties of the AGLASSO estimator in this subsection. The N2SLS estimator of \( \beta \) has an explicit form for a given \( \alpha \), so only the parameter space of \( \alpha \) is assumed to be compact in Assumption 4. This is not the case for the AGLASSO estimator, so we make the following slightly stronger assumption.

**Assumption 4’.** The true parameter vector \( \theta_0 \) is in the interior of the compact parameter space \( \Theta \) for \( \theta \).

Assumption 11 is needed for the consistency of \( \hat{\theta}_n \).

**Assumption 11.** \( \lambda_n > 0 \) and \( \lambda_n = o(1) \).

**Proposition 4.1.** Under Assumptions 1–3, 4’, 5, 7, 10 and 11, \( \hat{\theta}_n = \theta_0 + o_p(1) \).

We are interested in whether \( \hat{\zeta}_n \) is equal to 0 w.p.a.1. in the case that \( \zeta_0 = 0 \), i.e., the sparsity property. This cannot be deduced from Proposition 4.1. To establish that property, Assumption 12 is needed. It requires the penalty term to have at least certain order when \( \zeta_0 = 0 \).

**Assumption 12.** If \( \zeta_0 = 0 \), \( n^{1/2}\lambda_n \| \tilde{\zeta}_n \|^{-\mu} \to \infty \) w.p.a.1.

If \( \tilde{\zeta}_n \) is the N2SLS estimator, then \( \tilde{\zeta}_n = O_p(n^{-1/4}) \). Thus, \( n^{1/2+\mu/4}\lambda_n \to \infty \). If \( \lambda_n = O(n^{-c}) \) for some \( c > 0 \), then \( c < \frac{1}{2} + \mu/4 \).

**Proposition 4.2.** Under Assumptions 1–3, 4’, 5, 7 and 10–12, if \( \zeta_0 = 0 \), then \( \mathbb{P}(\hat{\zeta}_n = 0) \to 1 \) as \( n \to \infty \).

For \( \Psi = (\alpha, \delta')' \), we have the following oracle property.

**Proposition 4.3.** Under Assumptions 1–3, 4’, 5, 7, and 10–12, if \( \zeta_0 = 0 \), then

\[ \sqrt{n}(\hat{\Psi}_n - \Psi_0) \overset{d}{\to} N(0, \lim_{n \to \infty} \frac{1}{n} \left\{ \mathbb{E}[(-W_nX_n\delta_0, X_n)'F_n]\Pi_n^{-1}\mathbb{E}[F_n'(-W_nX_n\delta_0, X_n)] \right\}^{-1}). \]
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Proposition 4.3 shows that, when $\zeta_0 = 0$, the AGLASSO estimator has the asymptotic distribution as if we knew the true parameter vector $\zeta_0 = 0$. We also derive the asymptotic distribution of $\hat{\theta}_n$ when $\zeta_0 \neq 0$. For that purpose, we first derive the rate of convergence of $\hat{\theta}_n$ when $\zeta_0 \neq 0$.

**Proposition 4.4.** Under Assumptions 1–3, 4', 5, 7, 10 and 11, if $\zeta_0 \neq 0$, $\hat{\theta}_n = \theta_0 + O_p(n^{-1/2} + \lambda_n)$.

When $\zeta_0 \neq 0$, $\lambda_n$ may affect the convergence rate of $\hat{\theta}_n$ to $\theta_0$ and also the asymptotic distribution of $\hat{\theta}_n$. In order to eliminate the possible impact of the penalty term, the proper rate of $\lambda_n$ convergent to zero will be needed. For that purpose, we maintain Assumption 13.

**Assumption 13.** $\lambda_n = o(n^{-1/2})$.

**Proposition 4.5.** Under Assumptions 1–3, 4', 5, 7, 10, 11 and 13, if $\zeta_0 \neq 0$, then

$$
\sqrt{n}(\hat{\theta}_n - \theta_0) \xrightarrow{d} N(0, \lim_{n \to \infty} \left(\frac{1}{n} E[-W_n D_n \beta_0, D_n]\right)^{-1}).
$$

Proposition 2.2 shows that, if $\lambda_n$ is small enough, the AGLASSO estimator has the same asymptotic distribution as the N2SLS estimator when $\zeta_0 \neq 0$.

For the sparsity property of $\hat{\zeta}_n$ when $\zeta_0 = 0$, Assumption 12 requires $\lambda_n$ to be large enough. When $\zeta_0 \neq 0$, Assumption 13 requires $\lambda_n$ to be small enough in order to make the bias resulting from the penalty term small.

Given $\mu$ and the N2SLS estimator $\tilde{\zeta}_n$, $\lambda_n = O(n^{-1/2} - \mu/8)$ satisfies these assumptions.

### 4.2 Selection of the tuning parameter

In this section, we propose to select the tuning parameter $\lambda_n$ by minimizing an information criterion and we show that this data-driven procedure can identify the true model consistently.

To make explicit the dependence of the AGLASSO estimator on the tuning parameter, denote $\hat{\lambda} = \arg \min_{\theta \in \Theta} \left[ \frac{1}{n} \hat{Q}_n(\theta) + \lambda \|\hat{\zeta}_n\|^{-\mu} \|\zeta\| \right]$. Let $\Lambda = [0, \lambda_{\text{max}}]$ be an interval from which the tuning parameter $\lambda$ is selected, where $\lambda_{\text{max}}$ is a finite positive number. We propose to select the tuning parameter $\lambda$ that minimizes the following information criterion:

$$
h_n(\lambda) = \frac{1}{n} \hat{Q}_n(\hat{\theta}_n) - f(\hat{\zeta}_n) \Gamma_n,
$$

where $f(\hat{\zeta}_n) = 1$ if $\hat{\zeta}_n = 0$ and $f(\hat{\zeta}_n) = 0$ otherwise, and $\{\Gamma_n\}$ is a positive sequence. That is, given $\Gamma_n$, the selected tuning parameter is $\lambda_n = \arg \min_{\lambda \in \Lambda} h_n(\lambda)$. While $\frac{1}{n} \hat{Q}_n(\hat{\theta}_n)$ measures the fit of the model, the term $f(\hat{\zeta}_n) \Gamma_n$ gives extra bonus to setting $\zeta$ to zero. We take $\hat{\zeta}_n$ to be the N2SLS estimator in Section 2. To guarantee model selection consistency, we make the following assumption.

**Assumption 14.** $\Gamma_n > 0$, $\Gamma_n \to 0$ and $n^{1/2} \Gamma_n \to \infty$ as $n \to \infty$.

To balance the requirements $\Gamma_n \to 0$ and $n^{1/2} \Gamma_n \to \infty$ in Assumption 14, we may take $\Gamma_n = O(n^{-1/4})$. Assumption 14 shows that the information criterion in (20) is different from the Akaike information criterion ($\Gamma_n = O(n^{-1})$), Bayesian information criterion ($\Gamma_n = O(n^{-1} \ln n)$) and Hannan-Quinn information criteria ($\Gamma_n = O(n^{-1/2})$).
Proposition 4.6. Under Assumptions 1–3, 4', 5, 7, 10 and 14, \( \Pr(\inf_{\lambda \in \Lambda} h_n(\lambda) > h_n(\hat{\lambda}_n)) \to 1 \) as \( n \to \infty \).

Proposition 4.6 does not mean that the tuning parameter chosen by minimizing the information criterion in (20) must be \( \hat{\lambda}_n \) because \( h_n(\hat{\lambda}_n) \leq h_n(\bar{\lambda}_n) \). Instead, it means that any \( \lambda \) that fails to identify the true model cannot be selected asymptotically as the optimal tuning parameter by the information criterion in (20), since it is less favorable than \( \bar{\lambda}_n \). Consequently, the model selection consistency of our data-driven procedure is established.

### 4.3 Computation

In this section, we briefly discuss the computation of our group LASSO estimator. First, we note that, given \( \alpha \) and \( \zeta \), the AGLASSO estimator of \( \delta \) is

\[
\hat{\delta}_n(\alpha, \zeta) = (X_n' \hat{H}_n X_n)^{-1} X_n' \hat{H}_n [e^{\alpha W_n} y_n - (W_n X_n^{**}, Z_n)\zeta].
\]

Substituting \( \hat{\delta}_n(\alpha, \zeta) \) into the AGLASSO criterion function yields the concentrated function:

\[
L_n(\alpha, \zeta) = L_{n1}(\alpha, \zeta) + \lambda_n \| \hat{\zeta}_n \|^{-\mu} \| \zeta \|,
\]

where \( L_{n1}(\alpha, \zeta) \equiv \frac{1}{n} \hat{Q}_n(\alpha, \hat{\delta}_n(\alpha, \zeta), \zeta) = \frac{1}{n} [\hat{\mathcal{M}}_n e^{\alpha W_n} y_n - \hat{\mathcal{M}}_n (W_n X_n^{**}, Z_n)\zeta] [\hat{\mathcal{M}}_n e^{\alpha W_n} y_n - \hat{\mathcal{M}}_n (W_n X_n^{**}, Z_n)\zeta]' \) with \( \hat{\mathcal{M}}_n = \hat{\Pi}_n^{-1/2} F_n'[I_n - X_n(X_n' \hat{H}_n X_n)^{-1} X_n' \hat{H}_n] \). Note that \( L_n(\alpha, \zeta) \) is an AGLASSO criterion function in the least squares framework for a given \( \alpha \), then we can directly apply the algorithms for computing the usual group LASSO.\(^{14}\) Let \( \hat{\zeta}_n(\alpha) \) be the AGLASSO estimator of \( \zeta \) for a given \( \alpha \). Then \( \hat{\alpha}_n \) can be obtained by minimizing \( L_n(\alpha, \hat{\zeta}_n(\alpha)) \).

### 5 Monte Carlo simulations

In this section, we conduct some Monte Carlo experiments to investigate the finite sample performance of the N2SLS estimator, the AGLASSO estimator and the test statistics for the MESS model.

The experimental design is as follows. The DGP is the following model:

\[
e^{\alpha W_n} y_n = X_{n1} \beta_1 + l_n \beta_2 + W_n X_{n1} \beta_3 + Z_n \beta_4 + V_n, \quad V_n = e^{-W_n} \epsilon_n,
\]

Two row-normalized spatial weights matrices are considered: one is based on the queen criterion and the other on the rook criterion. The spatial units are assumed to be located on a square grid at locations \( \{(r, s) : r, s = 1, \ldots, k\} \), thus the total number of units is \( n = k^2 \). The distance \( d_{n,rs} \) between two spatial units \( r \) and \( s \) is given by the Euclidean distance. The \( X_{n1} \) contains an exogenous variable drawn independently from \( N(0, 1) \). we consider

\(^{14}\)In our Monte Carlo simulations, we use the Matlab package SLEP (Liu et al., 2009), which implements an efficient algorithm based on the accelerated gradient method in Liu and Ye (2010).
the case with one endogenous variable $Z_n = (z_{n1}, \ldots, z_{nn})'$, where $z_{ni} = \bar{z}_{ni} + u_{ni}$. The $\bar{z}_{ni}$ is an exogenous variable consisting of independent draws from $N(0, \sigma_0^2)$, and $(\epsilon_{ni}, u_{ni})$’s are independent draws from the bivariate normal distribution $N\left(0, \sigma_0^2 \begin{pmatrix} 1 & 0.5 \\ 0.5 & 1 \end{pmatrix}\right)$, where $\sigma_0^2$ is chosen such that $R^2 = 0.2$ or $0.8$, for $R^2 = \text{var}(X_n\beta_{10} + W_nX_n\beta_{30})/\text{var}(X_n\beta_{10} + W_nX_n\beta_{30}) + \sigma_0^2]$. We set $\delta_0 = (\beta_{10}, \beta_{20})'$ to $(1, 1)'$. The true parameter $\zeta_0 = (\beta_{30}, \beta_{40})'$ is $(0, 0)', (1, 1)'$ or $(0, 1)'$. The $\alpha_0$ is set to either $-0.2$ or $-1$, and $\gamma_0$ is set to $-0.2$.\(^{15}\) We use the IV matrix $[\hat{l}_n, X_n, W_nX_n, W_n^2X_n, \bar{Z}_n, W_n\bar{Z}_n]$ with $\bar{Z}_n = (\bar{z}_{n1}, \ldots, \bar{z}_{nn})'$ in the estimation. Following Kelejian and Prucha (2007), in the spatial HAC estimation, we use the distance $d_n = \lfloor n^{1/4} \rfloor$, where $[r]$ denotes the nearest integer that is less than or equal to $r$, and the kernel function $K(x) = (1 - x)^2 I(0 \leq x \leq 1)$, which guarantees that the HAC estimator is positive semi-definite in finite samples. We focus on the case with no measure errors for the distances, so $d_{n,rs}^* = d_{n,rs}$. The nominal size of the tests is set to 0.05. For the investigation of the powers of the test statistics, the data are generated by MESS models with $\zeta$ values being $(1, 0.5)'$, $(1, 1)'$, $(1, 1.5)'$, $(1, 2)'$, $(1, 2.5)'$, or $(1, 3)'$. The tuning parameter $\lambda$ for the AGLASSO is selected by minimizing the information criterion (20) with $\Gamma_n = 0.06n^{-1/4}$.\(^{16}\) We consider two sample sizes: $n = 144$ or 400. The number of Monte Carlo repetitions is 2,000.

To compare distributions of the N2SLS estimators in the regular and irregular cases with normal distributions, we first studentize estimators so that they have mean zero and unit variance and then plot in Figures 1–3 (solid line) their kernel density estimates, based on normal kernel functions with optimal bandwidths. The estimators are for the case with the rook matrix, $R^2 = 0.8$, $\alpha_0 = -0.2$, and $n = 400$.\(^{17}\) The dashed lines represent the standard normal probability density function (PDF). Figure 1 shows the irregular case with $\zeta_0 = 0$. While the density estimates for $\beta_1$ and $\beta_4$ are close to the standard normal, those for $\alpha$, $\beta_2$ and $\beta_3$ show obvious deviations from the normal distribution. In particular, the density estimate for $\beta_3$ has an obvious bimodal behavior. For the regular case with $\zeta_0 = (1, 1)'$, Figure 2 shows that all density estimates are close to the standard normal. For Figure 3, while the Durbin regressor is irrelevant, the endogenous explanatory variable is relevant $(\zeta_0 = (0, 1)')$. As mentioned earlier, this is a regular case. We observe that all density estimates are close to the standard normal PDF.

15 The MESS model and the SAR model have similar interpretations in some sense. The chosen values $-0.2$ and $-1$ in a MESS process correspond to low and high degrees of spatial dependence in the SAR model (LeSage and Pace, 2007; Debarsy et al., 2015).

16 In theory, the information criterion (20) can achieve model selection consistency as long as $\Gamma_n$ satisfies the order requirement in Assumption 14. But the finite sample performance depends on the choice of $\Gamma_n$. From the proof of Proposition 4.6, when $\zeta_0 = 0$, $\Gamma_n$ should be larger than the difference of the N2SLS criterion function values divided by $n$ at the N2SLS estimate and at the restricted N2SLS estimate. For the queen matrix, $n = 144$, $R^2 = 0.2$ and $\alpha_0 = -1$, we compute the difference 1000 times, and set $\Gamma_n = cn^{-1/2}$ to be the sample mean plus 2 times the standard errors, which yields $c = 0.06$. We then set $\Gamma_n = 0.06n^{-1/2}$ in all cases and for all sample sizes.

17 For other cases, the figures are similar, so they are omitted.
Table 1 presents the probabilities that the AGLASSO estimator selects the right model, i.e., the proportions of Monte Carlo repetitions where the AGLASSO estimate $\hat{\zeta}_n = 0$ when $\zeta_0 = 0$, or $\hat{\zeta}_n \neq 0$ when $\zeta_0 \neq 0$. For the irregular cases with $\zeta_0 = 0$, when $n = 144$ and $R^2 = 0.2$, about 80%–90% of $\hat{\zeta}_n$ estimates are zero; when the sample size increases to 400 but $R^2$ is still 0.2, the probabilities of correct model selection increase to higher than 96% when $R^2$ increases to 0.8, more $\hat{\zeta}_n$ estimates are zero. The cases with the rook matrix have higher probabilities of correct model selection. The impact of $\alpha_0$ on the probabilities of correct model selection is ambiguous. When $\zeta_0 = (1,1)'$ or $\zeta_0 = (0,1)'$, $\hat{\zeta}_n$ estimates are 100% nonzero. Hence, in finite samples, the AGLASSO estimator may not select the right model with a positive probability, but the probability of making mistakes decreases as the sample size increases, which is consistent with the asymptotic theory.

[Table 1 about here.]

To investigate the relevance of the asymptotic distributions of the N2SLS, the AGLASSO and also the restricted N2LS estimators with the restriction $\zeta = 0$ imposed (N2SLS-r), we report the ratios of the SE when $n = 144$ to that when $n = 400$ in Table 2. Asymptotically, the theoretical ratio for estimators with the $\sqrt{n}$-rate of convergence is 1.67, but that for those with the $n^{1/4}$-rate is 1.29. When $\zeta_0 = 0$, the N2SLS estimators of $\alpha$, $\beta_2$ and $\beta_3$ are only $n^{1/4}$-consistent, but those of $\beta_1$ and $\beta_4$ are $n^{1/2}$-consistent, the AGLASSO estimators of $\alpha$, $\beta_2$ and $\beta_3$ are $\sqrt{n}$-consistent, and the N2SLS-r estimators of $\alpha$, $\beta_2$ and $\beta_3$ are expected to converge to some limits with the $\sqrt{n}$-rate. In this case, Table 2 shows that, for the N2SLS, the ratios of $\alpha$, $\beta_2$ and $\beta_3$ fluctuate around 1.29 and are significantly smaller than 1.67, but those of $\beta_1$ and $\beta_4$ are around 1.67; for the N2SLS-r, the ratios of $\alpha$, $\beta_1$ and $\beta_2$ are close to 1.67; for the AGLASSO, the ratios for $\beta_1$ are slightly larger than 1.67, but those for $\alpha$ and $\beta_2$ are significantly larger than 1.67. The observed large ratios for the AGLASSO might be due to the fact that, in finite samples, the correct model selection probabilities are higher in cases with larger sample sizes. When $\zeta_0 = (1,1)'$ or $\zeta_0 = (0,1)'$, the reported ratios are around 1.67 in most cases, because the N2SLS and AGLASSO estimators are $\sqrt{n}$-consistent, and the N2SLS-r estimators converge to their limits with the $\sqrt{n}$-rate. Overall, the ratios in the tables are consistent with our asymptotic theory.

[Table 2 about here.]

Tables 3–5 report the biases, standard errors (SEs) and coverage probabilities (CP) of 95% confidence intervals of the N2SLS, N2SLS-r and AGLASSO estimates when $n = 144$.\(^{18}\) Table 3 shows the results in the irregular case with $\zeta_0 = 0$. We first focus on the N2SLS. Biases and SEs for $\alpha$, $\beta_2$ and $\beta_3$ are relatively larger than those for $\beta_1$ and $\beta_4$.\(^{19}\) Specifically, while the biases for $\beta_1$ and $\beta_4$ are all smaller or equal to 0.058 and 0.005 respectively, and the SEs for $\beta_3$ and $\beta_4$ are all smaller or equal to 0.204 and 0.088 respectively, the biases and SEs for $\alpha$, $\beta_2$ and

\(^{18}\)Results for $n = 400$ are reported in the supplementary file. They have patterns similar to those in Tables 3–5, but as expected we observe smaller biases and SEs and generally more accurate CPs in corresponding cases. Because the asymptotic distributions of the N2SLS estimators in the irregular case are very complicated, their confidence intervals are simulated, which are obtained by sampling from the asymptotic distribution in Corollary 2.1 1000 times and taking the 2.5% and 97.5% quantiles.

\(^{19}\)Recall that the N2SLS estimators of $\alpha$, $\beta_2$ and $\beta_3$ only have the $n^{1/4}$-rate of convergence.
\(\beta_3\) are usually several times larger than those of \(\beta_1\) and \(\beta_4\). The cases with \(R^2 = 0.8\) have smaller biases and SEs than those with \(R^2 = 0.2\) in most cases. Comparing cases with the queen matrix and the rook matrix, those with the rook matrix have smaller SEs, but they only have smaller biases in some cases. The impact of \(\alpha_0\) on the bias is ambiguous. In general, cases with \(\alpha_0 = -1\) have larger SEs than those with \(\alpha_0 = -0.2\). The CPs are all close to 95\% except those for \(\beta_2\), which are only around 80\% for cases with the queen matrix and \(R^2 = 0.2\). Since the N2SLS-r estimator has imposed the right restriction, it has smaller bias and smaller SE than those of the N2SLS estimator in all cases. For the AGLASSO, due to a positive probability of making mistakes in model selection as seen from Table 1, its bias and SE are between those of the N2SLS-r and N2SLS, but they are generally significantly smaller than those of the N2SLS. Since the AGLASSO selects the right model with higher probabilities for cases with \(R^2 = 0.8\) than for those with \(R^2 = 0.2\), its bias and SE are closer to those of the N2SLS-r in those cases. The CPs for the N2SLS-r are all close to 95\%, and the CPs of the AGLASSO are closer to 95\% than those for the N2SLS in most cases.

[Table 3 about here.]

Table 4 presents results on biases, SEs and CPs in the regular case with \(\zeta_0 = (1, 1)'\) and \(n = 144\). The bias of the N2SLS estimator is smaller than or equal to 0.051 in all cases. Compared with the irregular case with \(\zeta_0 = 0\) in Table 3, the biases of the N2SLS estimators are significantly smaller except those for \(\beta_4\), the SEs of the N2SLS estimators for \(\alpha, \beta_2\) and \(\beta_3\) are significantly smaller, while those for \(\beta_1\) and \(\beta_4\) have similar magnitudes. It is still observed that the cases with a larger \(R^2\) generally have smaller SEs, and the cases with the rook matrix generally have smaller SEs than those with the queen matrix. Since the N2SLS-r estimator has imposed the wrong restriction \(\zeta = 0\), it has relatively large bias in all cases. As the AGLASSO estimates \(\zeta\) as nonzero with probability one, it has the same bias and SE as the N2SLS estimator. The CPs for the N2SLS and AGLASSO are around 95\% in all cases, but those of the N2SLS-r can be very low in some cases due to its large biases. Biases, SEs and CPs in the regular case with \(\zeta_0 = (0, 1)'\) and \(n = 144\) are reported in Table 5. Patterns similar to those for Table 4 are observed.

[Table 4 about here.]

[Table 5 about here.]

The empirical size and power properties of the distance difference test and gradient test are summarized in Table 6. The two tests have empirical sizes close to zero, but they have power larger than the nominal size in almost all cases. Thus the tests are conservative in finite samples.\(^{20}\) For \(n = 144\), the power generally increases as \(\beta_4\) in the DGP increases. There are no clear patterns for the impacts of \(R^2\) and the spatial weights matrix on the power. Cases with different \(\alpha_0\) values have similar power. Except for several cases with the rook matrix and

\(^{20}\)In the supplementary file, we also report the empirical size and power properties for the homoskedastic case without using the HAC estimator. The empirical sizes are close to the nominal 5\% and the powers have similar patterns. Thus the size distortion may be largely due to the use of the HAC estimator.
$R^2 = 0.8$, the gradient test has larger power than that of the distance difference test. The power increases as the sample size increases from 144 to 400, thus the power are all close or equal to 1 when $n = 400$.

[Table 6 about here.]

6 Conclusion

In this paper, we consider estimation of the MESS model with both the Durbin and endogenous explanatory variables. As the disturbances of the MESS model are allowed to have heteroskedastic variances and spatial dependence of unknown form, the N2SLS estimation is employed and is a robust estimation method for such a general model. Optimal N2SLS estimation is feasible with a HAC estimated weighting matrix. For the N2SLS estimation, the model parameters are generally identifiable and the N2SLS estimator is consistent. If the true parameter vector for the Durbin and endogenous explanatory variables is nonzero, the N2SLS estimator has the usual $\sqrt{n}$-rate of convergence and is asymptotically normal; otherwise, only some components of the N2SLS estimator have the $\sqrt{n}$ convergence rate, while the remaining components have the $n^{1/4}$-rate, and the asymptotic distribution is nonstandard. Since the irrelevance of the Durbin and endogenous regressors causes the irregular phenomenon, in addition to estimation, it may be of interest to consider the tests of their irrelevance. We investigate the distance difference and gradient tests. These two tests can generally detect Pitman drifts with the rate $n^{-1/2}$. However, there is a direction with the rate $n^{-1/2}$ for which the tests have trivial power.

As an alternative estimation method based on the N2SLS estimation, we propose to estimate the MESS model and perform a model selection via the AGLASSO. We show that the proposed estimator has the oracle property under regularity conditions. As a result, the N2SLS estimator with penalty has the usual $\sqrt{n}$-rate of convergence and asymptotic normal distribution. By contrast, the N2SLS estimator has slower than the $\sqrt{n}$-rate of convergence and non-normal asymptotic distribution in an irregular case. The irregular case occurs when a component of the true parameter vector takes a certain value, but if the the component is restricted to be the true value in the N2SLS estimation, the irregular phenomenon disappears. Since the LASSO can perform simultaneous model selection and estimation and the proposed AGLASSO estimator has the oracle property, there is no irregular phenomenon in the AGLASSO estimator. The AGLASSO provides an alternative estimation strategy so there is no need to find the nonstandard asymptotic distribution of the N2SLS estimator and also a pre-test procedure may not be needed. We propose to select the tuning parameter in the AGLASSO estimation by minimizing an information criterion.

In Monte Carlo experiments, the N2SLS estimators of the parameters with only the $n^{1/4}$-rate of convergence in the irregular case have large biases and SEs, but the N2SLS estimators of all parameters in the regular case performs well. The AGLASSO estimators perform as well as the restricted N2SLS in the irregular case and as the unrestricted N2SLS in the regular case for a moderate sample size. The distance difference test and gradient test are undersized and are powerful for the sample sizes considered. Thus, for estimation, the N2SLS estimates should not be used directly and we suggest the AGLASSO method. If one is willing to implement a pre-test with the
distance difference or gradient test, then the further estimation of the restricted model is needed if the null hypothesis of no Durbin and endogenous regressors is not rejected.

In the case that the endogenous explanatory variables in the MESS models are equal to a non-linear function of some exogenous variables plus disturbance terms, there is a many IV issue in the N2SLS estimation, which is an interesting research question to explore in the future. Instead of unknown spatial dependence in disturbances, if a spatial dependence process is specified for the disturbances, we might also consider the GMM estimation that explores, in addition to the linear moments, quadratic moments that capture spatial dependence (Lee, 2007), even unknown heteroskedastic variances remain unspecified. The additional quadratic moments can make the expected Jacobian matrix of the moment vector have full rank. Thus a proper GMM estimator with additional higher order moments may have the usual $\sqrt{n}$-rate of convergence and asymptotic normal distribution. It is of interest to find the best moment conditions. Furthermore, in the event of homoskedastic or heteroskedastic disturbances with parametric variances, it is of interest on how to implement the best GMM estimation in practice.
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Appendix A Derivatives

The first order derivatives of $Q_n(\theta)$ are given in (4) and (5). The second order derivatives are:

\[
\frac{\partial^2 Q_n(\theta)}{\partial \alpha^2} = 2Y_n'e^\alpha W_n W_n'e^\alpha W_n H_n (e^\alpha W_n Y_n - D_n\beta) + 2Y_n'e^\alpha W_n W_n'e^\alpha W_n e^\alpha W_n Y_n,
\]

\[
\frac{\partial^2 Q_n(\theta)}{\partial \alpha \partial \beta} = -2D_n' H_n W_n e^\alpha W_n Y_n,
\]

\[
\frac{\partial^2 Q_n(\theta)}{\partial \beta \partial \beta'} = 2D_n' H_n D_n.
\]

The derivatives of $Q_n^*(\omega)$ are:

\[
\frac{\partial Q_n^*(\omega)}{\partial \phi} = 2(W_n e^{\phi W_n} Y_n - W_n X_n \delta_0)' H_n V_n(\omega),
\]

\[
\frac{\partial Q_n^*(\omega)}{\partial \psi} = -2D_n' H_n V_n(\omega),
\]

\footnote{For the SAR model, the many IV issue has been studied in Liu and Lee (2013) and Jin and Lee (2013).}
\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi \partial \psi} = 2(W_n^2 e^{\psi W_n} Y_n)' H_n V_n(\omega) + 2(W_n e^{\psi W_n} Y_n - W_n X_n \delta_0)' H_n (W_n e^{\psi W_n} Y_n - W_n X_n \delta_0), \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi \partial \psi} = -2D_n' H_n(W_n e^{\psi W_n} Y_n - W_n X_n \delta_0), \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \psi^2} = 2D_n' H_n D_n, \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi \partial \psi} = 2(W_n^3 e^{\psi W_n} Y_n)' H_n V_n(\omega) + 6(W_n^2 e^{\psi W_n} Y_n)' H_n (W_n e^{\psi W_n} Y_n - W_n X_n \delta_0), \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi^2} = -2D_n' H_n W_n^2 e^{\psi W_n} Y_n, \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi \partial \psi} = 2(W_n^4 e^{\psi W_n} Y_n)' H_n V_n(\omega) + 8(W_n^3 e^{\psi W_n} Y_n)' H_n (W_n e^{\psi W_n} Y_n - W_n X_n \delta_0) + 6(W_n^2 e^{\psi W_n} Y_n)' H_n W_n^2 e^{\psi W_n} Y_n, \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi^3} = -2D_n' H_n W_n^3 e^{\psi W_n} Y_n, \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi^4} = 2(W_n^5 e^{\psi W_n} Y_n)' H_n V_n(\omega) + 10(W_n^4 e^{\psi W_n} Y_n)' H_n (W_n e^{\psi W_n} Y_n - W_n X_n \delta_0) + 20(W_n^3 e^{\psi W_n} Y_n)' H_n W_n^2 e^{\psi W_n} Y_n, \]

\[ \frac{\partial^2 Q_n^*(\omega)}{\partial \phi^5} = -2D_n' H_n W_n^4 e^{\psi W_n} Y_n. \]

Other unlisted derivatives with order equal to or smaller than five are equal to zero. Specifically, as \( \frac{\partial^2 Q_n^*(\omega)}{\partial \psi \partial \phi} \) does not depend on \( \omega \), any additional derivatives for this derivative are zero. Hence, by Lemma 1 in the supplementary file, with \( \zeta_0 = 0 \), we have:

\[ \frac{\partial Q_n^*(\omega_0)}{\partial \phi} = 2V_n W_n' H_n V_n = O_p(1), \]

\[ \frac{\partial Q_n^*(\omega_0)}{\partial \psi} = -2D_n' H_n V_n = O_p(\sqrt{n}), \]

\[ \frac{\partial^2 Q_n^*(\omega_0)}{\partial \phi^2} = 2(X_n \delta_0 + V_n)' W_n^2 H_n V_n + 2V_n' W_n H_n W_n V_n = 2(W_n^2 X_n \delta_0)' H_n V_n + O_p(1) = O_p(\sqrt{n}), \]

\[ \frac{\partial^2 Q_n^*(\omega_0)}{\partial \phi \partial \psi} = -2D_n' H_n W_n V_n = O_p(\sqrt{n}), \]

\[ \frac{\partial^2 Q_n^*(\omega_0)}{\partial \psi^2} = 2D_n' H_n D_n = O_p(n), \]

\[ \frac{\partial^2 Q_n^*(\omega_0)}{\partial \phi^3} = 2(X_n \delta_0 + V_n)' W_n^3 H_n V_n + 6(X_n \delta_0 + V_n)' W_n^2 H_n W_n V_n = 2(W_n^3 X_n \delta_0)' H_n V_n + 6(W_n^2 X_n \delta_0)' H_n W_n V_n + O_p(1) \]

\[ = O_p(\sqrt{n}), \]

\[ \frac{\partial^3 Q_n^*(\omega_0)}{\partial \phi^3} = -2D_n' H_n W_n^2 (X_n \delta_0 + V_n) = -2D_n' H_n W_n^2 X_n \delta_0 + O_p(n^{1/2}) = O_p(n), \]

\[ \frac{\partial^3 Q_n^*(\omega_0)}{\partial \phi^4} = 2(X_n \delta_0 + V_n)' W_n^4 H_n V_n + 8(X_n \delta_0 + V_n)' W_n^3 H_n W_n V_n + 6(X_n \delta_0 + V_n)' W_n^2 H_n W_n^2 (X_n \delta_0 + V_n) \]

\[ = 6(W_n^2 X_n \delta_0)' H_n W_n^2 X_n \delta_0 + O_p(n^{1/2}) = O_p(n), \]

\[ \frac{\partial^3 Q_n^*(\omega_0)}{\partial \phi^5} = -2D_n' H_n W_n^3 (X_n \delta_0 + V_n) = -2D_n' H_n W_n^3 X_n \delta_0 + O_p(n^{1/2}) = O_p(n), \]

\[ \frac{\partial^4 Q_n^*(\omega_0)}{\partial \phi^4} \quad \text{and} \quad \frac{\partial^5 Q_n^*(\omega_0)}{\partial \phi^5} \quad \text{are of order } O_p(n) \text{ uniformly in } \omega. \]
Orders of derivatives

\[
\begin{array}{cccc}
\frac{\partial Q^*_n(\omega_0)}{\partial \phi} &= O_p(1) & \frac{\partial Q^*_n(\omega_0)}{\partial \psi} &= O_p(\sqrt{n}) \\
\frac{\partial^2 Q^*_n(\omega_0)}{\partial \phi^2} &= O_p(\sqrt{n}) & \frac{\partial^2 Q^*_n(\omega_0)}{\partial \phi \partial \psi} &= O_p(\sqrt{n}) \\
\frac{\partial^2 Q^*_n(\omega_0)}{\partial \psi^2} &= O_p(n) & \frac{\partial^2 Q^*_n(\omega_0)}{\partial \phi \partial \psi'} &= O_p(n) \\
\frac{\partial^3 Q^*_n(\omega)}{\partial \phi^3} &= O_p(n) & \frac{\partial^3 Q^*_n(\omega)}{\partial \phi^2 \partial \psi} &= O_p(n) \\
\frac{\partial^3 Q^*_n(\omega)}{\partial \psi^3} &= O_p(n) & \frac{\partial^4 Q^*_n(\omega_0)}{\partial \phi^4} &= O_p(n) \\
\frac{\partial^4 Q^*_n(\omega_0)}{\partial \phi^3 \partial \psi} &= O_p(n) & \frac{\partial^4 Q^*_n(\omega_0)}{\partial \phi^2 \partial \psi'} &= O_p(n) \\
\end{array}
\]
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Figure 1: Kernel density estimates of the N2SLS estimators with \( \zeta_0 = 0 \) [Solid line: kernel density estimate; dashed line: standard normal PDF]

Figure 2: Kernel density estimates of the N2SLS estimators with \( \zeta_0 = (1, 1)' \) [Solid line: kernel density estimate; dashed line: standard normal PDF]
Figure 3: Kernel density estimates of the N2SLS estimators with \( \zeta_0 = (0, 1)' \) [Solid line: kernel density estimate; dashed line: standard normal PDF]
The numbers denote the proportions of Monte Carlo repetitions where the AGLASSO estimate \( \hat{\beta} = 0 \) when \( \zeta_0 = 0 \), or \( \hat{\zeta}_n \neq 0 \) when \( \zeta_0 \neq 0 \). \( \beta_{10} = 1 \) and \( \beta_{20} = 1 \).

Table 2: Ratios of the SE when \( n = 144 \) to that when \( n = 400 \)

<table>
<thead>
<tr>
<th>( \zeta_0 = 0 )</th>
<th>( \zeta_0 = (1,1)' )</th>
<th>( \zeta_0 = (0,1)' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R^2 = 0.2, \alpha_0 = -0.2 )</td>
<td>0.904</td>
<td>1.000</td>
</tr>
<tr>
<td>( R^2 = 0.2, \alpha_0 = -1 )</td>
<td>0.904</td>
<td>1.000</td>
</tr>
<tr>
<td>( R^2 = 0.2, \alpha_0 = -0.2 )</td>
<td>0.904</td>
<td>1.000</td>
</tr>
<tr>
<td>( R^2 = 0.2, \alpha_0 = -1 )</td>
<td>0.904</td>
<td>1.000</td>
</tr>
<tr>
<td>( R^2 = 0.8, \alpha_0 = -0.2 )</td>
<td>0.904</td>
<td>1.000</td>
</tr>
<tr>
<td>( R^2 = 0.8, \alpha_0 = -1 )</td>
<td>0.904</td>
<td>1.000</td>
</tr>
</tbody>
</table>

The numbers show the ratios of the SE when \( n = 144 \) to that when \( n = 400 \). The three numbers in each cell correspond to: N2SLS[N2SLS-r]AGLASSO. The ratios for the N2SLS-r estimates of \( \beta_3 \) and \( \beta_4 \) are not reported, because those estimates are restricted to zero. \( \beta_{10} = 1 \) and \( \beta_{20} = 1 \). The ratios for the AGLASSO estimates of \( \beta_3 \) and \( \beta_4 \) when \( \zeta_0 = 0 \) are not reported either, because Table 1 shows that those estimates are zero with very high probabilities.
Table 3: Biases, SEs and CPs when \( \zeta_0 = 0 \) and \( n = 144 \)

<table>
<thead>
<tr>
<th></th>
<th>( \alpha )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \beta_3 )</th>
<th>( \beta_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>queen, ( R^2 = 0.2 ), ( \alpha_0 = -0.2 )</td>
<td>N2SLS</td>
<td>-0.592</td>
<td>0.058</td>
<td>-0.227</td>
<td>-0.419</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.172</td>
<td>-0.004</td>
<td>-0.068</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.272</td>
<td>0.004</td>
<td>-0.097</td>
<td>0.005</td>
</tr>
<tr>
<td>queen, ( R^2 = 0.2 ), ( \alpha_0 = -1 )</td>
<td>N2SLS</td>
<td>-0.493</td>
<td>0.053</td>
<td>-0.078</td>
<td>-0.333</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.145</td>
<td>-0.009</td>
<td>-0.041</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.255</td>
<td>-0.002</td>
<td>-0.093</td>
<td>0.003</td>
</tr>
<tr>
<td>rook, ( R^2 = 0.2 ), ( \alpha_0 = -0.2 )</td>
<td>N2SLS</td>
<td>-0.147</td>
<td>0.046</td>
<td>0.050</td>
<td>-0.151</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.039</td>
<td>-0.010</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.083</td>
<td>-0.005</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>rook, ( R^2 = 0.2 ), ( \alpha_0 = -1 )</td>
<td>N2SLS</td>
<td>-0.063</td>
<td>0.053</td>
<td>0.232</td>
<td>-0.078</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.032</td>
<td>-0.009</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.090</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>queen, ( R^2 = 0.8 ), ( \alpha_0 = -0.2 )</td>
<td>N2SLS</td>
<td>-0.173</td>
<td>0.020</td>
<td>-0.036</td>
<td>-0.123</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.010</td>
<td>0.001</td>
<td>-0.003</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.082</td>
<td>0.006</td>
<td>0.000</td>
<td>0.005</td>
</tr>
<tr>
<td>queen, ( R^2 = 0.8 ), ( \alpha_0 = -1 )</td>
<td>N2SLS</td>
<td>0.005</td>
<td>0.021</td>
<td>0.217</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.005</td>
<td>-0.002</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.060</td>
<td>0.003</td>
<td>-0.026</td>
<td>0.004</td>
</tr>
<tr>
<td>rook, ( R^2 = 0.8 ), ( \alpha_0 = -0.2 )</td>
<td>N2SLS</td>
<td>0.069</td>
<td>0.017</td>
<td>0.151</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.002</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.018</td>
<td>0.003</td>
<td>-0.002</td>
<td>0.005</td>
</tr>
<tr>
<td>rook, ( R^2 = 0.8 ), ( \alpha_0 = -1 )</td>
<td>N2SLS</td>
<td>0.121</td>
<td>0.017</td>
<td>0.213</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>N2SLS-r</td>
<td>-0.003</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>AGLASSO</td>
<td>-0.011</td>
<td>0.003</td>
<td>0.000</td>
<td>0.004</td>
</tr>
</tbody>
</table>

“N2SLS” denotes the unrestricted N2SLS estimator and “N2SLS-r” denotes the restricted N2SLS estimator with the restriction \( \zeta = 0 \) imposed. The three numbers in each cell are: bias|SE|CP, \( \beta_{10} = 1 \) and \( \beta_{20} = 1 \).
Table 4: Biases, SEs and CPs when $\zeta_0 = (1, 1)'$ and $n = 144$

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$\beta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>queen, $R^2 = 0.2$, $\alpha_0 = -0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>0.004[0.0.282]0.989</td>
<td>-0.001[0.202]0.987</td>
<td>0.051[0.535]0.969</td>
<td>0.012[0.652]0.979</td>
<td>-0.007[0.089]0.988</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.120[0.476]0.999</td>
<td>-0.031[0.390]0.982</td>
<td>0.012[0.961]0.967</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>0.004[0.282]0.989</td>
<td>-0.001[0.202]0.987</td>
<td>0.051[0.535]0.969</td>
<td>0.012[0.652]0.978</td>
<td>-0.007[0.089]0.988</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rook, $R^2 = 0.2$, $\alpha_0 = -1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.011[0.264]0.993</td>
<td>-0.003[0.197]0.981</td>
<td>0.023[0.401]0.973</td>
<td>-0.028[0.628]0.980</td>
<td>-0.003[0.090]0.984</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.131[0.453]1.000</td>
<td>-0.047[0.392]0.974</td>
<td>-0.031[0.743]0.966</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.011[0.264]0.993</td>
<td>-0.003[0.197]0.981</td>
<td>0.023[0.401]0.973</td>
<td>-0.028[0.628]0.980</td>
<td>-0.003[0.090]0.984</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>queen, $R^2 = 0.2$, $\alpha_0 = -0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>0.002[0.191]0.994</td>
<td>0.011[0.201]0.989</td>
<td>0.013[0.336]0.975</td>
<td>0.015[0.416]0.991</td>
<td>-0.008[0.092]0.982</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.090[0.367]1.000</td>
<td>-0.035[0.415]0.975</td>
<td>-0.024[0.679]0.977</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.004[0.174]0.994</td>
<td>-0.002[0.202]0.986</td>
<td>0.011[0.328]0.979</td>
<td>0.004[0.396]0.990</td>
<td>-0.009[0.091]0.990</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rook, $R^2 = 0.2$, $\alpha_0 = -1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.012[0.206]0.983</td>
<td>0.002[0.054]0.983</td>
<td>0.005[0.224]0.979</td>
<td>-0.023[0.293]0.984</td>
<td>-0.002[0.091]0.979</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.624[0.209]0.459</td>
<td>-0.049[0.101]0.965</td>
<td>-0.451[0.132]0.342</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.017[0.206]0.983</td>
<td>0.002[0.054]0.983</td>
<td>0.005[0.224]0.979</td>
<td>-0.023[0.293]0.984</td>
<td>-0.002[0.091]0.979</td>
</tr>
<tr>
<td>queen, $R^2 = 0.8$, $\alpha_0 = -0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.017[0.206]0.983</td>
<td>0.002[0.054]0.983</td>
<td>0.005[0.224]0.979</td>
<td>-0.023[0.293]0.984</td>
<td>-0.002[0.091]0.979</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.635[0.206]0.444</td>
<td>-0.053[0.102]0.958</td>
<td>-0.451[0.132]0.342</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.012[0.206]0.983</td>
<td>0.002[0.054]0.983</td>
<td>0.005[0.224]0.979</td>
<td>-0.023[0.293]0.984</td>
<td>-0.002[0.091]0.979</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>queen, $R^2 = 0.8$, $\alpha_0 = -1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.012[0.208]0.985</td>
<td>0.002[0.054]0.982</td>
<td>0.008[0.220]0.974</td>
<td>-0.009[0.294]0.983</td>
<td>-0.004[0.089]0.983</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.635[0.206]0.444</td>
<td>-0.053[0.102]0.958</td>
<td>-0.451[0.132]0.342</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.012[0.208]0.985</td>
<td>0.002[0.054]0.982</td>
<td>0.008[0.220]0.974</td>
<td>-0.009[0.294]0.983</td>
<td>-0.004[0.089]0.983</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rook, $R^2 = 0.8$, $\alpha_0 = -0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.004[0.124]0.988</td>
<td>0.001[0.058]0.987</td>
<td>0.005[0.141]0.985</td>
<td>-0.005[0.145]0.984</td>
<td>-0.006[0.087]0.987</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.559[0.224]0.574</td>
<td>-0.099[0.114]0.905</td>
<td>-0.412[0.149]0.445</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.004[0.126]0.988</td>
<td>0.001[0.058]0.987</td>
<td>0.005[0.141]0.985</td>
<td>-0.005[0.147]0.983</td>
<td>-0.006[0.087]0.987</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rook, $R^2 = 0.8$, $\alpha_0 = -1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.006[0.126]0.985</td>
<td>-0.002[0.058]0.988</td>
<td>0.002[0.143]0.983</td>
<td>-0.007[0.144]0.987</td>
<td>-0.003[0.086]0.984</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>-0.552[0.211]0.574</td>
<td>-0.097[0.113]0.918</td>
<td>-0.412[0.140]0.430</td>
<td>-1.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.006[0.126]0.985</td>
<td>-0.002[0.058]0.988</td>
<td>0.002[0.143]0.983</td>
<td>-0.007[0.144]0.987</td>
<td>-0.003[0.086]0.984</td>
</tr>
</tbody>
</table>

“N2SLS” denotes the unrestricted N2SLS estimator and “N2SLS-r” denotes the restricted N2SLS estimator with the restriction $\zeta = 0$ imposed. The three numbers in each cell are: bias[SE]CP. $\beta_{10} = 1$ and $\beta_{20} = 1$. 
Table 5: Biases, SEs and CPs when $\zeta_0 = (0, 1)'$ and $n = 144$

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$\beta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>queen, $R^2 = 0.2, \alpha_0 = -0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>0.004[0.279]0.990</td>
<td>0.005[0.179]0.988</td>
<td>0.051[0.488]0.969</td>
<td>0.018[0.585]0.984</td>
<td>-0.007[0.090]0.984</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>0.028[0.509]0.999</td>
<td>-0.012[0.361]0.979</td>
<td>0.211[1.018]0.982</td>
<td>0.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>0.004[0.279]0.990</td>
<td>0.005[0.179]0.988</td>
<td>0.051[0.488]0.969</td>
<td>0.018[0.585]0.983</td>
<td>-0.007[0.090]0.983</td>
</tr>
<tr>
<td>rook, $R^2 = 0.2, \alpha_0 = 0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>0.005[0.269]0.991</td>
<td>0.007[0.177]0.985</td>
<td>0.037[0.421]0.977</td>
<td>0.013[0.592]0.988</td>
<td>-0.006[0.090]0.983</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>0.028[0.493]1.000</td>
<td>-0.004[0.359]0.978</td>
<td>0.175[1.122]0.978</td>
<td>0.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>0.005[0.269]0.991</td>
<td>0.007[0.177]0.985</td>
<td>0.037[0.421]0.977</td>
<td>0.013[0.592]0.988</td>
<td>-0.006[0.090]0.983</td>
</tr>
<tr>
<td>queen, $R^2 = 0.8, \alpha_0 = -0.1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>0.001[0.188]0.995</td>
<td>0.005[0.175]0.986</td>
<td>0.018[0.301]0.979</td>
<td>-0.001[0.376]0.989</td>
<td>-0.007[0.088]0.989</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>0.016[0.349]1.000</td>
<td>-0.002[0.353]0.980</td>
<td>0.101[0.650]0.983</td>
<td>0.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.002[0.181]0.995</td>
<td>0.005[0.176]0.986</td>
<td>0.018[0.301]0.979</td>
<td>-0.001[0.376]0.989</td>
<td>-0.007[0.088]0.989</td>
</tr>
<tr>
<td>rook, $R^2 = 0.8, \alpha_0 = 0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.012[0.274]0.976</td>
<td>0.006[0.046]0.988</td>
<td>0.043[0.360]0.959</td>
<td>0.010[0.310]0.974</td>
<td>-0.006[0.092]0.985</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>0.003[0.232]0.981</td>
<td>-0.000[0.091]0.977</td>
<td>0.028[0.273]0.970</td>
<td>0.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>0.001[0.273]0.978</td>
<td>0.006[0.046]0.988</td>
<td>0.043[0.360]0.959</td>
<td>0.010[0.310]0.974</td>
<td>-0.006[0.092]0.985</td>
</tr>
<tr>
<td>queen, $R^2 = 0.8, \alpha_0 = -1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>0.001[0.188]0.977</td>
<td>0.005[0.045]0.985</td>
<td>0.034[0.433]0.958</td>
<td>-0.002[0.304]0.973</td>
<td>-0.005[0.090]0.983</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>0.002[0.232]0.985</td>
<td>0.002[0.092]0.969</td>
<td>0.034[0.280]0.974</td>
<td>0.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.012[0.274]0.977</td>
<td>0.006[0.045]0.985</td>
<td>0.034[0.433]0.958</td>
<td>-0.002[0.304]0.972</td>
<td>-0.005[0.090]0.983</td>
</tr>
<tr>
<td>rook, $R^2 = 0.8, \alpha_0 = -0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>0.001[0.188]0.977</td>
<td>0.005[0.045]0.986</td>
<td>0.017[0.206]0.969</td>
<td>0.000[0.204]0.973</td>
<td>-0.010[0.092]0.986</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>0.010[0.162]0.983</td>
<td>-0.001[0.090]0.977</td>
<td>0.023[0.195]0.979</td>
<td>0.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>0.001[0.188]0.977</td>
<td>0.005[0.045]0.986</td>
<td>0.017[0.206]0.969</td>
<td>0.000[0.204]0.973</td>
<td>-0.010[0.092]0.986</td>
</tr>
<tr>
<td>rook, $R^2 = 0.8, \alpha_0 = -1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2SLS</td>
<td>-0.002[0.195]0.980</td>
<td>0.005[0.046]0.986</td>
<td>0.017[0.225]0.972</td>
<td>-0.002[0.206]0.976</td>
<td>-0.009[0.093]0.987</td>
</tr>
<tr>
<td>N2SLS-r</td>
<td>0.008[0.163]0.981</td>
<td>0.002[0.090]0.976</td>
<td>0.019[0.193]0.979</td>
<td>0.000[0.000]—</td>
<td>-1.000[0.000]—</td>
</tr>
<tr>
<td>AGLASSO</td>
<td>-0.002[0.195]0.980</td>
<td>0.005[0.046]0.986</td>
<td>0.017[0.225]0.972</td>
<td>-0.002[0.206]0.976</td>
<td>-0.009[0.093]0.987</td>
</tr>
</tbody>
</table>

“N2SLS” denotes the unrestricted N2SLS estimator and “N2SLS-r” denotes the restricted N2SLS estimator with the restriction $\zeta = 0$ imposed. The three numbers in each cell are: bias[SE]CP. $\beta_{10} = 1$ and $\beta_{20} = 1$. 
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Table 6: Size and power of the distance difference and gradient tests

<table>
<thead>
<tr>
<th></th>
<th>distance difference test</th>
<th></th>
<th>gradient test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>size</td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>$W_n$, $R^2$, $\alpha_0$ n=144</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>queen, 0.2, −0.2</td>
<td>0.000</td>
<td>0.225</td>
<td>0.640</td>
</tr>
<tr>
<td>queen, 0.2, −1</td>
<td>0.000</td>
<td>0.205</td>
<td>0.653</td>
</tr>
<tr>
<td>rook, 0.2, −0.2</td>
<td>0.001</td>
<td>0.276</td>
<td>0.663</td>
</tr>
<tr>
<td>rook, 0.2, −1</td>
<td>0.000</td>
<td>0.259</td>
<td>0.677</td>
</tr>
<tr>
<td>queen, 0.8, −0.2</td>
<td>0.000</td>
<td>0.211</td>
<td>0.643</td>
</tr>
<tr>
<td>queen, 0.8, −1</td>
<td>0.000</td>
<td>0.226</td>
<td>0.642</td>
</tr>
<tr>
<td>rook, 0.8, −0.2</td>
<td>0.000</td>
<td>0.313</td>
<td>0.703</td>
</tr>
<tr>
<td>rook, 0.8, −1</td>
<td>0.000</td>
<td>0.330</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td>n=400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>queen, 0.2, −0.2</td>
<td>0.001</td>
<td>0.991</td>
<td>1.000</td>
</tr>
<tr>
<td>queen, 0.2, −1</td>
<td>0.004</td>
<td>0.990</td>
<td>1.000</td>
</tr>
<tr>
<td>rook, 0.2, −0.2</td>
<td>0.000</td>
<td>0.996</td>
<td>1.000</td>
</tr>
<tr>
<td>rook, 0.2, −1</td>
<td>0.000</td>
<td>0.993</td>
<td>1.000</td>
</tr>
<tr>
<td>queen, 0.8, −0.2</td>
<td>0.001</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>queen, 0.8, −1</td>
<td>0.000</td>
<td>0.992</td>
<td>1.000</td>
</tr>
<tr>
<td>rook, 0.8, −0.2</td>
<td>0.000</td>
<td>0.996</td>
<td>1.000</td>
</tr>
<tr>
<td>rook, 0.8, −1</td>
<td>0.001</td>
<td>0.997</td>
<td>1.000</td>
</tr>
</tbody>
</table>

For the power, (1), (2), (3), (4), (5) and (6) in the table mean that in the DGP $\zeta_0 = (1, 0.5)'$, $\zeta_0 = (1, 1)'$, $\zeta_0 = (1, 1.5)'$, $\zeta_0 = (1, 2)'$, $\zeta_0 = (1, 2.5)'$ and $\zeta_0 = (1, 3)'$, respectively. $\beta_{10} = 1$ and $\beta_{20} = 1$. 